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Introduction to the BDR

Thank you for your purchase or evaluation of this product. If you have any questions or would like
assistance, please contact technical support and it will be our pleasure to assist you.

The Backup and Disaster Recovery (BDR) appliance has three primary purposes:
1. Backup every single bit of data on other servers and desktops.
2. Ensure continuity of business operations in the event of a hardware failure or disaster.
3. Optionally backup data to the cloud or replicate to another BDR appliance

The BDR is installed in the same network as the servers and desktops it is protecting, data is
backed up to the appliance on the local network, and then optionally that data is additionally
replicated to other BDRs or to a storage cloud, for safekeeping and quick disaster recovery.

If you are a first-time user we recommend reviewing the Getting Started guide. We highly
recommend that all users rely on the configuration checklist at the end of this document.

The BDR provides the following functionality:

e Bare-metal backups. Bare-metal backups of the customer's computers are streamed to the
BDR appliance as often as every 15 minutes.

e Fast virtualization. If a customer has a server crash or equipment failure, the server can be
instantly virtualized and run on top of the BDR appliance, restoring service in less than 5
minutes.

e Transparent continuity. Once the failed server has been virtualized on the BDR, users are
unaware of the original server failure.

¢ Cross-site and off-site replication. Data on the BDR can be efficiently and securely
replicated across a VPN or the public Internet to another BDR appliance. The target BDR
appliance acts as a geographically diverse hot standby. If there is a major site-wide disaster
that affects both that site's server(s) and their associated BDRs, the servers can be quickly
virtualized on the standby BDR unit.

e Off-site backup. Data on the BDR can be backed up to a storage cloud dedicated to BDR
data, where it is protected by unique silent data corruption protection technology and an
unparalleled level of data redundancy.

e Exchange granular recovery. Individual mailboxes and messages can be copied out of raw
Exchange databases inside of bare-metal backup images. Quickly find and restore individual
messages and mailboxes, and also ease migration between Exchange servers.

e NASdevice. The BDRalso acts as a high-powered NAS device, for storing file-based customer
data.
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Getting Started Guide

This getting started guide will review the basic steps required to physically install the appliance, and
then configure the desired services. First-time users should review all steps in detail to ensure
proper operation of the appliance and its services. The getting started guide will walk you
through the following steps:

1. Physical Configuration: Mounting and cabling.

2. Windows Configuration: License agreements, computer name, and initial password.

3. Configuring Credentials: Ensuring you have the credentials needed for setup.

4. Update Appliance Software: Allow the appliance to download software updates.

5. Setup Bare-metal Backups: Setup other computers on the network to be backed up to the
BDR.

6. Setup Off-site Monitoring and Backups: Connect the BDR appliance to an online
backup account. This is required even if you will not be backing up data off-site.

7. Setup Cross-site Replication (Optional: Configure the BDR as a replication source or
target.

8. Setup Exchange Archiving (Optional): Setup long-term retention of Exchange data. This
is not required in order to use the Exchange granular recovery feature.

9. Setup Notifications (Recommended): Ensure end-users and resellers are notified of
warnings or errors, as desired.

10. Test Virtualization (Highly Recommended): Ensure that your servers are able to be
virtualized without difficulty, so you can have confidence things will go smoothly in a time of
crisis.

Use the Configuration Checklist (on the desktop on the BDR, or at the end of this documentation)
to review and make sure everything is configured properly.
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Physical Configuration

1

When you unpack the appliance, check that it came with the following additional parts:

e Power cord(s). If your appliance also has a redundant power supply, it should also come
with a second power cord.

e Mounting rails (rack-mounted appliances only). These rails are designed for mounting of
the equipment in standard 19" racks.

Follow these steps to begin configuring the appliance:

Mounting. Secure the appliance in its desired location. The location should have an
environment suitable for computing equipment, including environmental controls for
temperature and humidity, and filtering of the air to remove dust and other particulate
material. Hardware sensors and monitoring software on the appliance will help you
measure environmental quality over time.

Power. Connect the power cord(s) to a filtered power source, such as a UPS or surge
protector, to avoid damage to the appliance.

Networking. Use Cat5e or Caté cables to connect one or more of the Gigabit Ethernet ports
on the back of the appliance to the appropriate network switch(es) or router(s). Each appliance
comes with one or more Gigabit Ethernet ports (in addition to the dedicated management
port, if any) and supports a variety of network configurations. Each port can be configured
with separate IP addresses (on the same or different subnets), or two or more ports can be
"teamed" together to support automatic failover and 802.3ad link aggregation. At this point,
you will need to connect at least one of the network ports to a network, so that you will be
able to remote desktop into the appliance once it is past the initial out-of-box setup.

. Lights-out Management Port. If you have a model with Lights-out Management (IPMI) and wish

to use it, connect a Cat5e or Caté cable to the dedicated management port on the back on the
appliance. The management port is located separate and apart from the other non-
management network ports and is clearly labeled as a management port. If the management
port is connected to the same network as the non-management ports (which is not required,
you can use a dedicated management network), the management port will acquire a different
IP address than the non-management ports.

5. Get Access to the Console. Turn on the appliance. If you have a model with Lights-out

Management, you can use the remote console feature to access the console (virtual
monitor/keyboard) of the appliance across the management network. Without Lights-out
Management, you will need to temporarily connect a monitor, keyboard, and mouse to
perform the initial configuration steps until you reach a point where you can use remote
desktop to access the appliance.

If you are using Lights-Out Management, the management processor will automatically obtain an
IP address through DHCP as soon as the management port is connected to a network. To learn the
IP address that was acquired, consult your DHCP server (router or network server), or connect a
monitor and use the screens in the BIOS to view the current IP address. Once you know the IP
address, open http://ipaddress/ in your browser. The default username is ADMIN and the default
password is ADMIN (case sensitive). Once logged in, make sure to change the default ADMIN
password, and then use the menus to start the remote console (requires Java).

At this point, the appliance should be powered on and connected to the network, and you should
have access to the console via a monitor and keyboard or via the Lights-out Management remote
console feature.


http://ipaddress/
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Windows Configuration

When the appliance first boots, you will be presented with the Windows Storage Server first-run
setup wizard. You will be unable to login to windows or use remote desktop until this setup wizard
is completed.

The wizard takes you through the following steps:

1. Activate windows. Enter the activation key on the label that is attached to the BDR.

Settings

2. License agreement. Read, review, and decide whether or not to accept the license terms
presented on the screen. Use of the equipment and its bundled software is subject to
acceptance of the presented license terms. If you choose not to accept the terms, the
appliance will turn off.

© Settings

Administrator password. The wizard will prompt you to set a password for the
Administrator Windows user. Choose a password of sufficient length and complexity to
meet your security requirements. For maximum security, we recommend setting a
password that is at least 15 characters in length or longer. The Administrator password
authorizes logging in to the server, as well as accessing the network data shares hosted by
the appliance.
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®© Settings

Once you have finished the wizard, you will be prompted to login to Windows. Login as the
Administrator with the password that you set above.

Once logged in to Windows, you may want to perform one or more of the following additional
configuration tasks:

e Configure networking. For example, you may want to set static IP addresses, configure link
failover or link aggregation, etc.

¢ Install additional management software. You may want to install additional software to help
manage the appliance, such as an IT monitoring agent, an end-point security agent (anti-virus,
etc.), etc. If you just need basic virus scanning to meet compliance needs, Clam\Win is a free
and open-source anti-virus engine that is easy to install, updates automatically, and should
meet your compliance requirements.

+ Join the appliance to a domain. You may optionally join the appliance to a Windows domain,
to gain the benefits of active directory integration and to apply group policies.

Important Tip: If you do join the BDR to the domain, we highly recommend creating a local
administrative windows user on the BDR so that you can still easily login if the domain
controller is down and you are trying to virtualize the domain controller on the BDR.

Windows comes configured with two data volumes:

1. C:\ (Operating system). Typically 80 GB with space reserved for a recovery partition. This
contains the operating system and the bundled software. Do not create writable network
shares or otherwise allow user data to be stored on this volume. The documentation and
other important files are all stored within subdirectories of C:\Appliance. This partition may
be larger for certain models that come with a large amount of RAM, to ensure that there is
enough room for the virtual memory swap file.

2. X\ (Data files). This volume is given the rest of the disk space. It is used to store all user
data (including bare-metal backup images.This volume can be dynamically expanded
without rebooting through the purchase of storage add-on packs and a short configuration
process (see instructions for expanding storage).

These volumes are stored on top of a hardware RAID1 (or RAID10) volume, managed by either an
Intel or an LS| controller.


http://www.clamwin.com/
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Configuring Credentials

Now that Windows is up and running, and networking is fully configured, the next step is to
configure the off-site and bare-metal backups. First, make sure that you have the following
credentials readily available:

1. Online backup account credentials. Even if you are not sending backed up data off-site, the
online backup account credentials will be used to connect the appliance with the centralized
Web Portal for monitoring and reporting purposes.

If you have purchased the appliance, you will receive a username and temporary password in an
email.

If you are evaluating the appliance, use the partner Web Portal to create a new BDR free trial
account. If you do not have access to the partner Web Portal, please contact your reseller or
sales representative to receive a free trial account.

2. Encryption pass phrase. Apass phrase is a textual phrase (letters, numbers, characters, symbols,
etc.) that will be converted into a 256-bit encryption key and used to encrypt your data on-disk.
If you are sending your data off-site, you must create a pass phrase if you will be sending data off-
site. If you are only doing local backups or cross-site replication, use of on-disk encryption and
therefore creating a pass phrase is optional but recommended.

The pass phrase cannot be changed once configured, so choose the pass phrase carefully and
document it. A strong pass phrase is longer than a password. One possible strategy for
creating a strong pass phrase is to combine several known passwords or phrases, separating
them with various letters, numbers, and symbols.

VERY IMPORTANT: It is extremely important that the pass phrase is documented in multiple
places, so that you will be able to decrypt and restore your data when needed. Appropriate
places to document the pass phrase depend on your individual security and compliance
requirements. For example, possible places include PSA automation software, asset tracking
software, a secure password wallet, with your reseller, and/or a safety deposit box.

Credentials to computers that will be backed up. A Windows login with administrative
credentials for each server or desktop that needs to be backed up. This could either be a domain
administrator or a local account with administrative privileges on each of the machines.

Update Appliance Software

The software that runs the appliance is continually being updated and enhanced. All BDRs require
a maintenance and support subscription that ensures you always have access to the most recent
version of all BDR software.

To ensure that your BDR is running the latest version of all BDR software before it is configured, the
software update process should be manually initiated. Note that the BDR will also automatically
install software updates every evening at a random time between 6pm and 11pm.

To install software updates, double click the Update Software Appliance icon on
the desktop: The software update process will run. Depending on the size of the
updates, this may take some time to finish. It will display the progress of any
downloads on the console as the software update process runs.
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Setup Bare-metal Backups

One of the primary functions of the BDR is to manage and receive data for bare-metal backups for
other computers in your local network (or across a VPN that allows the SMB file-sharing protocol).
The bare-metal backups are powered by StorageCraft ShadowProtect. The setup process involves
four main steps for each computer (server or desktop) you want to backup:

1. Perform Preparatory Work on each server or workstation that will be backed up.

2. Install ShadowProtect This does require a reboot of the computer (not the BDR), which
can be scheduled as part of the install. (Note that you can configure the backup jobs
without rebooting. You will just not be able to start the initial backup until the computer
has rebooted.)

3. Configure a Continuous-Incremental Backup Job to backup to a directory on the BDR
that is unique to this computer. If you plan to backup the data off-site, you must place
the ShadowProtect backup images in a subdirectory of X:\Volumelmages. If you do not want
the backup images to be taken off-site, you should place the backup images in a
subdirectory of X:\LocalVolumelmages.

4. Configure the ShadowProtect ImageManager (running on the BDR) to monitor the
directory that contains the bare-metal backup images. This monitors the integrity of the
backups, and also collapses incremental files to save storage space (both on the BDR and
off-site).

Setup Off-site Monitoring and Backups

Next, we will configure your online backup account. Even if you will not be sending data off-site, you
still must configure the online backup account so that licensing, monitoring, and reporting continue
to operate correctly.

If you need additional detailed instructions or help configuring the online backup account, refer
to the getting started guide that will appear when you first start the backup manager. Our
technical support team is also available and will be pleased to assist you.

The backup manager comes preconfigured to backup any bare-metal backup images (in
X:\Volumelmages). It also is preconfigured to monitor (but not upload data) for bare metal
backup images in X:\LocalVolumelmages. The bare-metal backups generate a base image file
and thereafter generate incremental files (for example, one every 15 minutes). Once per day, the
ShadowProtect Image Manager consolidates these incremental files into a single daily
incremental, consolidates daily incrementals into weekly incrementals, consolidates weekly
incrementals into monthly incrementals, and consolidates monthly incrementals into a single
rolling incremental. Online backup comes preconfigured to back up the base image, the daily
incrementals, the monthly incrementals, and the rolling incremental.
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Account Configuration

Each BDR must be connected to the Web Portal via an online backup account, even if you do not
plan on sending data off-site. This account provides integration with the Web Portal, and supports
the notification, reporting, and licensing features of the BDR.

In short, the backup manager should be used to enter the online backup user name and password,
create the pass phrase, choose a backup schedule, and set bandwidth throttling options. Refer to
the detailed online backup configuration instructions for more information.

Initial Backup Overview

If you plan to backup the data on the BDR off-site, then the initial base image must be uploaded.
The data can either be uploaded over the network, or a preload (seed) drive can be used to
encrypt and copy the data, which is then mailed to our data center for processing. Unless you have
a fast connection (> 5 Mbit/sec), performing a preload is recommended if you have more than 50
GB of data.

Initial Backup via Internet Upload

No extra configuration is needed to upload the data over the Internet. The initial upload may take
hours, days, or even weeks depending on the amount of data and the speed of your connection.
To estimate how much data will be sent, open the backup manager, go to the Fol/ders page,
click the Visualize button, and wait for the total disk usage to be tallied and displayed at the
bottom of the Visualize dialog.

Initial Backup via Preload (Seed) Drive

The process consists of putting the account into maintenance mode, requesting a preload
(seed) disk from eFolder, initiating the preload operation, shipping us the drive, and waiting for
it to be processed. Please review the detailed preload instructions for important information.

Setup Cross-site Replication

Cross-site replication is optional. Skip this step if you will not be using cross-site replication (Note:
off-site backup is not replication; if you are only using off-site backups then skip this section.)

Setup Notifications

The BDR is configured by default to monitor the health of all services, including bare-metal
backups, off-site backups, cross-site replication, RAID status, system health, and hardware health.

End-users can configure email notifications by changing the notification settings in the online
backup manager (Options page, Notifications tab). The online backup manager is the software
responsible for monitoring a// other services on the BDR as well as the hardware.

Resellers can configure notifications by logging in to the partner Web Portal and choosing the My
Partnership -> Notifications menu action. On this page, you can configure generic notification rules
that apply to all of your customers' systems. For example, you can setup an email alert such that on
any warning or error condition an email will be sent to your support address.

Alerting is also integrated with certain ticketing and PSA systems, such as ConnectWise PSA.
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Resellers can also monitor the status and health of all systems through the dash panel reportin the
partner Web Portal.

Tip: If you are a reseller or MSP, we highly recommend installing a remote monitoring and

management (RMM) agent onto the BDR and also the servers being backed up so that you can be
alerted in real-time of backup failures and other important events.

Test Virtualization

We strongly recommend that once you have completed your initial backup of each server, you do a
test virtualization for each of the computers you plan to be able to virtualize later, to ensure that
your systems are fully compatible with our technology.

It is also advisable that you do regular scheduled testing to ensure that your backups stay
viable and useable.

Do not be caught by surprise when you are in the middle of an emergency. Test now to ensure
everything works properly when you really need it most!

To do this, follow the instructions to virtualize a server in test mode.

10
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Bare-metal Backup and Restore

Bare-metal backups and restores are powered by the latest version of StorageCraft
ShadowProtect. ShadowProtect provides both the user interface and backup engine for backing up
the servers and desktops in the local network on to the BDR.

Tip: Bare-metal backup denotes a type of backup where data is backed up at the volume level
(rather than at the individual file level), and where an entire computer can be restored without
having to first reinstall the operating system. Thus, you can take a computer thatis just "bare-
metal" (without an OS) and directly restore all of the data.

When used in combination with the BDR, backups are always configured in the Continuous
Incrementalmode, allowing incremental snapshots to be taken every few minutes.

If configured properly, the BDR monitors the ShadowProtect backups to ensure that:
e The bare-metal backups are happening as scheduled.
e Thefiles containing the bare-metal backup images are not corrupted (verified periodically
and also as the data is replicated or uploaded).
e The chain of incrementals (from the base image to the current point in time) is unbroken
and intact.
e Theincrementalfiles are being consolidated properly.

If there are any warnings or errors from the above processes, the BDR will take the appropriate
notification actions (see Monitoring and Reporting).

Notable features of ShadowProtect include:
e Fast, fully compressed, and optionally encrypted volume-level backups.

e Efficient and lightweight incremental snapshots, allowing incremental backups to be taken
every few minutes. Such backups do not scan the entire disk, but rather track which blocks
change in real-time, and then when a backup begins only those changed blocks need to be
read and packaged into an incremental.

e Multi-tiered data aging schedule. Intra-daily deltas are automatically consolidated into daily
deltas. Daily deltas are consolidated into weekly deltas. Weekly deltas are consolidated into
monthly deltas. Monthly deltas are consolidated into a single rolling delta. You can choose to
retain an arbitrary number of daily and weekly and monthly deltas, to tradeoff between the
granularity of recovery points and the required storage.

e Easy restore of individual files. Bare-metal backup images can be mounted as a drive letter,
allowing individual files to be restored from a bare-metal backup through Windows Explorer.
A restore wizard is also provided.

e Hardware independent restore (HIR). Volume-level data can be restored to a server or
desktop, even if the hardware is different (e.g., motherboard, CPU, memory, storage devices,
volume sizes, etc.). Note that HIR is not available on trial licenses.

e Instant virtualization. ShadowProtect is integrated with Oracle VirtualBox, allowing for the

instant virtualization of servers or desktops in just seconds. Your BDR comes bundled with the
open source edition of Oracle VirtualBox, it's preinstalled and ready to go.

11
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+ Conversion to VMDK and VHD. A wizard is provided so that ShadowProtect bare-metal
backup image files can be converted to VMDK (VMware) or VHD (HyperV) virtual hard disk
files.

e P2V /V2V/V2P: The combination of the above features allows you to easily perform P2V
or V2V (via conversion to VMDK or VHD) or V2P (through bare-metal restore)

ShadowProtect is normally licensed through a monthly subscription (per computer per month). A
ShadowProtect activation key should have been provided when you purchased the BDR that
should be used when activating a ShadowProtect backup agent that will be backing up to the
BDR. If you already own your own ShadowProtect licenses, you may use these with the BDR (to do
this, do not use the activation key that came with the BDR; rather, use the activation key you
obtained when you purchased your own license of ShadowProtect).

Tip: There are two different versions of the ShadowProtect installer that you can use -- one
for each kind of license. If you have bought a perpetual license, you must use the
perpetual installer. Otherwise, you should use the MSP installer.

Tip: The MSP edition of ShadowProtect requires that a separate license key be used to
activate each agent (server or desktop) that you are backing up. You can use the partner
Web Portal to instantly provision a MSP license keys to use to activate your servers.

If you are just evaluating the BDR, during install of the agents simply do not enter a license key, and
you will have 15 days to evaluate the software.

Tip: ShadowProtect can only backup data to a Windows share on the network through the
Windows file sharing protocol (SMB). This means that the BDR will need to be on the local network,
or a VPN tunnel with sufficient bandwidth and reliability will need to exist between the computers
that are backing up and the BDR. In many cases we recommend using one BDR per physical site to
ensure best performance and reliability. Contact technical support for more detailed guidance.

12



BDR for ShadowProtect User Guide

Instant Virtualization

The BDR allows a server or desktop that has been backed up to the BDR (as a bare-metal backup
image) to be virtualized in just a few seconds or minutes. Virtualization is powered by Oracle
VirtualBox. Your BDR comes with the open source edition of VirtualBox, which is preinstalled and
preconfigured on the BDR appliance.

IMPORTANT: Many applications on the BDR are integrated with the specific version of
VirtualBox that comes preinstalled. Do not upgrade or downgrade VirtualBox without
explicit instructions from technical support.

The virtualization works through a tool called Virtua/Boot. Running this tool displays a wizard that
walk you through selecting the bare-metal backup image file(s) that contain the server or desktop
you want to virtualize, configuring the appropriate amount of RAM to dedicate, performing the
driver conversion process, and booting the virtual machine.

Servers or desktops can be virtualized in either Test Mode or Production Mode:

e Test Mode: In this mode, the virtual server is either not connected to the network, or is
connected to the network in NAT mode. In NAT mode the virtual server will be able to
initiate outbound network connections, but will not be able to receive inbound connections.

e Production Mode: In this mode, the virtual server will appear on the same physical
network that the original server was connected to. End-users will be able to connect to
and use the server or desktop just like they normally would. The BDR must be connected
to all appropriate subnets. If you have more than one sub-net, either use VLANSs or
dedicate a different network port on the BDR to each production subnet.

Off-site Backups

The bare-metal backup images and other file data can be backed up off-site to our private storage
cloud, offering unique benefits for BDR data vs public clouds or pure replication:

e Silent data corruption protection: Our private storage cloud has been built from the ground
up for end-to-end silent data corruption identification and automatic repair. Strong and
redundant checksums guard each data block from the moment it leaves the BDR, as it goes
across the network and is received into our cloud, on-disk in our storage cloud, and as it
comes back during a restore. Our level of data redundancy is unparalleled, providing nearly
the equivalent of a triple mirror protecting the data.

e Extremely fast restores: When restoring data, the restore client will open 15 network
connections to our storage cloud and download data in parallel. This overcomes
bandwidth-delay product limitations, allowing you to fully utilize line speeds over 100
Mbit/sec.

For example, if you are restoring from our private cloud to a public cloud (such as the
Terremark vCloud), you should be able to restore data very quickly (e.g., 45 GB/hour).

e Strong on-disk and over-the-network encryption: Your data is encrypted on disk with the
AES-256-bit algorithm in CTR mode. The AES-256-bit algorithm is the best international
standard available, and has been approved by the U.S. government for the encryption of
TOP SECRET data.

13
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Our strong encryption means you will remain compliant with HIPAA, NASD, and other
regulations governing data and privacy for your backed up data.

e Data integrity assurance: Each 2kb data block is digitally signed with your 256-bit
encryption key, providing cryptographic assurance that the data has not been accidentally
or maliciously tampered with. Enjoy strong compliance with regulations that require
evidence of the non-modification and integrity of backed up data.

e Pass phrase recovery: Our unique two-party pass phrase recovery system provides both
ultimate privacy and peace-of-mind that data will always be recoverable.

Off-site backups are typically scheduled to happen once per day inthe-early-evening-hours-after all
of the previous days intra-daily incremental files have been collapsed into a single daily delta. The

integrity of these local delta files are verified as they are backed up to our private storage cloud.
Once in our private storage cloud, our unique silent data corruption protection technologies
ensure your data will remain intact and free from corruption for as long as it's stored there.

Cross-site Replication

Cross-site and off-site replication allows the data on one BDR to be replicated to another BDR, or
another Windows server that is running the local backup server software (which could be located in
the cloud or at a different site). The local backup server can easily be installed onto a server in the
cloud (e.g., a Terremark server instance), so you can replicate into the cloud.

See the configuration instructions.
Note: Replication is not backup. There are advantages and disadvantages of replication vs
backup. It is important to understand the differences and what each is best suited for. Replication

and backup can be used at the same time for maximum data protection.

Backup is best suited for long-term data retention, pristine data integrity, and for retaining of
historical versions and deleted data for file-level data.

Replication is best suited for quick access to data on the target device, including instant
virtualization of servers.

14
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The following table summarizes the major differences between replication and backup:

Replication

Backup

Format of data on target
device (BDR or local backup
server)

The data is stored in the same
format on the replication
target as it exists on the
replication source. If the data
is not encrypted on the source
BDR, it will not be encrypted
on the target BDR.

The data is stored in a
proprietary, compressed, and
encrypted format.

Accessing data

Replicated data can be
accessed immediately without
having to perform a restore
operation.

Data must first be restored
using the file manager tool
before it can be accessed. (The
file manager decrypts and
decompresses the data from
the backup storage.)

Quick virtualization

Bare-metal backups can be
instantly virtualized.

Bare-metal backup images
must first be restored using the
file manager before they can be
virtualized.

Historical data

Replication does not store
historical versions of files.
However, since the bare-metal
backups store each pointin
time as a separate file, it is
possible to restore historical
data located in a bare-metal
backup image on the target
BDR.

Backups support storing as
many historical versions of a
file as are desired.

Data corruption

If data is corrupted on the
source BDR and is not
detected, the corrupted data
will be replicated to the
target BDR.

Bare-metal backup images are
always checked for corruption
before they are replicated,
mitigating the risk.

Backups can store historical
versions of a file, allowing the
restoration of a previous
(uncorrupted) version of a file if
there is undetected silent data
corruption on the source.

15
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Cross-site Backups

Cross-site backups allow data to be backed up to another BDR or another Windows computer
running the local backup server software, across any IP network (LAN, VPN, Internet). See the
configuration instructions.

For synchronizing data between sites, typically it is better to use Cross-site Replication rather than
cross-site backups. A typical configuration will perform off-site backups (to our private storage
cloud), or cross-site replication, or both [use of cross-site backupsis much more rarel].

Exchange Granular Recovery

The BDR appliance comes bundled with software that allows you to open raw Exchange
information store files and copy individual emails or mailboxes back into Exchange or into PST files,
in just seconds. This allows an administrator to use the BDR to:

e Restore an important email that was deleted several months ago back into its original
mailbox.

e Restore a mailbox that was permanently deleted back into a live Exchange information
store.

e Easily migrate data to a new Exchange server (even different versions). This works by
backing up the old Exchange server, starting the Kroll Ontrack PowerControls program on
the BDR, opening the backup image, connecting to the new Exchange server, and
dragging and dropping all of the mailboxes from the backup store to the new Exchange
information store. The program will take care of creating all of the new mailboxes and
restoring all of the mailbox data into the new Exchange information store.

The license for the Kroll Ontrack PowerControls software is tied to the BDR appliance hardware
and cannot be transferred to another computer. As a result, you must run the Kroll Ontrack
PowerControls software on the BDR appliance.

To use the software you must first request an activation key. Each unit is entitled to a license
for a certain number of mailboxes for no charge, and additional mailboxes beyond this limit are

available for subscription. For details, please contact your sales representative.

IMPORTANT: In order to use the Kroll software you must install Microsoft Outlook onto the BDR so
that the Outlook version of MAPI is available to the GRE software-
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Monitoring and Reporting

IT without monitoring and reporting is chaos. The BDR monitors the activities of all key services
running on the BDR, as well as hardware health, and provides mechanisms to issue notifications of
failures and other events of interest.

The appliance monitors the following features and services:

Hardware health: The appliance has many sensors embedded in its circuitry to monitor
both the health of the electronic components (e.g., voltages, fan speeds) as well as the
quality of the surrounding environment (e.g., ambient temperature). A full history of
these metrics over the last day, week, month, and year is available in the system health
report.

System health: Performance problems, lockups, and other such problems can be
frustrating to diagnose. The appliance is continually monitoring CPU usage, interrupt
counts, memory usage, |O performance, file system usage, RAID health, network usage,
and other system health metrics. Graphs of these metrics are available for viewing, just as
with the hardware health metrics. Warnings or errors are triggered when the metrics
indicate that the appliance needs some attention (for example, the file system is almost
completely full).

Windows event log: Any abnormal or unexpected errors in the Windows event log will
be reported.

Bare-metal backups: The appliance is monitoring the StorageCraft ShadowProtect
backups to ensure that they are backing up every day, that the backed up data has not
become corrupted, that the chain of incrementals is complete and intact, and that the
deltas are being collapsed properly.

Off-site backups, cross-site backups, and replication: Any and all errors needing
attention with these services are monitored and reported at the end of any off-site
backup, cross-site backup, or replication job. The services attempt to avoid introducing
errors due to temporary problems that were resolved during the backup. For example, if
the Internet connection went down for 30 minutes during the backup and it was able to
resume once the Internet came back up, it will not trigger an error condition in this case.

Monitoring is performed primarily through two key mechanisms:

1.

System health report: This report is generated locally every 5 minutes. When triggered,

metrics are collected from the appropriate sensors and performance counters; warnings

and errors are identified based on the data; a report and corresponding graphs are then
generated. An up to date (within 5 minutes) report is available on the BDR by clicking the
Hardware Healthicon on the desktop.

A snapshot of this report is also available in the Web Portal for viewing from anywhere. This report
snapshot is updated whenever the BDR contacts the Web Portal, typically once per day, according
to the schedule set within the backup manager user interface.
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2. Web Portal reporting: The BDR is configured to contact the Web Portal on at least a daily
basis to upload reports and notify the Web Portal of any new warnings or error conditions.
The Web Portal then creates summarized reports showing the status of services for all
BDRs (e.g., via the Dash Panelreport). The Web Portal also allows detailed reports for
individual BDRs to be viewed online as well. The Web Portal will also propagate any
information via email (or other configured methods) according to the notification rules, as
configured in the Web Portal.

When the BDR connects to the Web Portal, it analyzes the system and any configured
services (such as bare-metal backups, email-archiving, off-site backups, etc.) to determine
if there are warnings or errors to report.

Notifications are available to cover events triggered by all of the above monitored features, as
follows:

Notifications for End-users:

e Emails sent at the end of backup or replication jobs: The backup manager can be configured to
send an email at the end of a job (in the backup manager, go to the Optionspage, Notifications
tab). The destination email address should normally be configured by editing the contact record
associated with the account in the Web Portal.

e Email sent if there an appliance hasn't "checked in" and/or backed up within a certain interval
of time (default is 3 days). This is configured in the Web Portal. (My Account-> Notifications).

e Email sent if disk usage has increased too rapidly or is above a certain level. This is also
configured in the Web Portal. (My Account -> Notifications).

Notifications for Resellers:

e Asareseller, you can setup reseller-wide notification rules that apply to all accounts within
your stewardship. These notifications are configured in the Web Portal (My Partnership ->
Partner Notifications).

These notification rules are quite flexible and can match events based on a number of
different constraints (event type, severity, etc.).

Supported notification actions currently include sending an email and notification actions with
supported 3rd-party systems (e.g., opening a ticket in your helpdesk). For more information,
review the reseller Web Portal documentation or contact technical support.

Additionally, backup and replication jobs can be configured to send an additional detailed email
at the end of each job. We recommend that end-users interested in notifications configure the
appliance to send them emails directly at the end of jobs, and that reseller partners rely instead on
the Partner Notifications feature in the Web Portal for notification of failures.
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NAS / File Sharing

The BDR appliance runs the powerful Windows Storage Server 2012 operating system, and comes
configured with an unusually powerful CPU and amount of RAM for a NAS device (due to the
requirements for virtualization). You can take advantage of this by also using the BDR as a NAS
appliance.

Because the BDR runs Windows, you can directly join it to a Windows domain, integrate
seamlessly with active directory, and use the Windows server management tools to create network
shares on the device. Simply RDP into the appliance and proceed as you would with any other
Windows server.

Windows Storage Server 2012 is a specially optimized operating system for high-performance and
reliable file sharing.

Hardware RAID

The BDR is a key component of a business continuity solution, and must be highly reliable. All BDR
models thus come configured with the OS and data stored redundantly over multiple hard drives,
in a RAID 1 (mirroring) or RAID 10 (striped mirror) configuration, providing protection from drives
failures.

RAID 1 or 10 provides superior virtualization performance and data redundancy compared to a
RAID 5 or RAID 6 solution. Virtualization frequently exhibits random I/O read requests. The
mirroring of RAID 1 and RAID 10 allow random read requests to be serviced 2 (or more) times as
quickly as RAID 5 or RAID 6, due to the independent copies of the data on each side of the mirror.

RAID is implemented through quality controllers from either Intel or LSI.

The BDR comes with a user interface, available in either the BIOS or as a Windows program (when
the OS is running) to monitor and manage hardware RAID.

Additionally, all BDRs come with hot-swappable drive carriers. If a drive fails, RMA the drive with us
and swap it out, then use the user interface on the BDR to integrate the new drive back into the
RAID array.

Due to the hardware RAID design, the hot-swappable drive carriers, and the advanced Windows

Storage Server 2012 OS, the data storage volume (X:\) can be expanded without having to bring
the BDR offline and without having to reboot! (See instructions for adding more storage.)
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Automatic Software Updates

The software that runs the appliance is continually being updated and enhanced. All BDRs require
a maintenance and support subscription that ensures you always have access to the most recent
version of all BDR software.

The BDR comes with a secure automatic software updater that receives software updates from our
datacenter network. The software updater will run automatically every day at a random time
between 6pm and 11pm. If you wish to disable automatic software updates, use the windows task
scheduler to disable the Update Appliance Software task.

You can also initiate the software update process at any time by using the Update Software
Appliance icon on the desktop:

When you start this program, the software update process will run. Depending on the size of the
updates, this may take some time to finish. It will display the progress of any downloads on the
console as the software update process runs.
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Bare-metal Backup and Restore Overview

This section describes procedures to install, configure, and manage bare-metal backups, as well as
how to perform restores of entire volumes or individual files from bare-metal backups. See also the
overview of this feature. It's also very important to perform preparatory work on the computers that
will be backed up.

Additional detailed instructions are available in the ShadowProtect documentation, which is
available in the C\Appliance\Documentation\StorageCraftdirectory on the appliance.

Overview of Installing ShadowProtect Agents

ShadowProtect requires that a software "agent" be installed onto each server or desktop that will be
using bare-metal backups. The agent should be installed with the user interface. The agents can
be configured and monitored through a centralized management console that runs on the BDR.

Before installing the agents, we highly recommend performing preparatory work on each
computer that is going to be backed up, to ensure optimal performance and to minimize the size
of incremental backups.

Alternatively, the BDR comes preconfigured with a Windows share called SetupPrograms, which
you can use to manually run and install the agent on each computer that needs to be backed up.

VERY IMPORTANT: Reboot required: After installing ShadowProtect (or after a major version
update), the computer must be rebooted so that the new (or updated) file system monitoring
driver can become active. Bare-metal backups will not be able to begin until the system has been
rebooted.

Preparatory Work before Installing ShadowProtect Agents

Before installing the ShadowProtect backup agents on each server or workstation, it is important to
prepare each computer properly. ShadowProtect provides volume-level backups, which means
that it scans for changed data at the volume-level instead at an individual file level. To ensure that
incrementals are as small as possible, it is helpful to perform preparatory work before starting the
initial ShadowProtect backup. These steps include:

e Ensure volumes are NOT dynamic volumes. ShadowProtect does not support restoring
dynamic volumes, only basic volumes. (ShadowProtect will backup dynamic volumes, but will
then restore them as basic volumes, and your system will not boot properly.) You should check
and make sure that the volumes on the server are basic volumes and not dynamicvolumes.
Note that hardware RAID is fully supported. Due to hardware RAID or motherboard RAID, use
of dynamic volumes is rare, but possible. You should always check.

e Windows licensing and activation issues. If you plan on being able to virtualize a down
server on the BDR, you need to make sure that the Windows license of the servers being
backed up will allow this. Certain OEM manufacturers use a custom Windows license that is
specifically tied to their hardware's BIOS and will not allow booting or activation of windows
unless their own BIOS is detected. In these circumstances, the Windows license may need to
be upgraded to a Microsoft Open license or other volume-license. Contact your OEM server
manufacturer for details on how to upgrade your Windows server license, if applicable.
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Defragmenting any heavily fragmented drives. Fragmentation can slow both backup and
restore times, as well as reduce performance if the computer becomes virtualized on the BDR
appliance.

Additionally, if a heavily fragmented volume is defragmented after the initial ShadowProtect
backup, the incremental on the next backup will be relatively large, because of all of the
moved data blocks at the volume level.

Thus, we recommend for optimal performance that if any volumes are heavily fragmented that
they be defragmented before starting bare-metal ShadowProtect backups.

Documenting and Synchronizing the Directory Services Restore Mode password. In order for
you to be able to virtualize a domain controller (including SBS servers) you must know the directory
services restore mode (DSRM) password. The first time you virtualize a domain controller, you must
start the server in directory services restore mode (using F8 during boot), and then you must use
the DSRM password to logon as the local Administrator user. This allows you to logon and set the
IP address for the new virtual network adapters. For information on how to synchronize the DSRM
password, see http://technet.microsoft.com/en-us/library/ee808906(WS.10).aspx

Identifying legacy backup jobs and ensuring they backup to separate partitions that will not be
backed up by ShadowProtect. A common reason for very large incremental ShadowProtect
backups is when legacy backup jobs are backing up data on the server to one of the volumes on the
server that is also being backed up by ShadowProtect.

For example, we have seen cases where ShadowProtect was configured to backup the C: (OS) and
D: (Exchange information store) volumes, but then there was also a task scheduler task to run an
ntbackup job to perform a full backup of the Exchange database every day and store it to
D:\ExchangeBackup. So every day, a new file was being written by ntbackup to
D:\ExchangeBackup that was approximately the size of the Exchange store, and ShadowProtect
was seeing this new file as all new data, and so the incremental was tens of GBs every day.

Another common example is where full SQL backups (e.g., SQL dumps) are scheduled to run and
are placing the .bak files (SQL dump files) on one of the volumes that is being backed up by
ShadowProtect. The solution in these cases is to either disable the legacy backup jobs, or to
modify the legacy backup jobs so that they are storing the backed up data to a dedicated backup
partition that is not also backed up by ShadowProtect.

Additionally, if legacy backup jobs attempt to run at the same time as a ShadowProtect backup,
conflicts can occur because of Microsoft VSS. We recommend that you schedule legacy backups
so that they do not attempt to run during the period of time when the volumes are being backed
up by ShadowProtect.

Fully Documenting OS version and Networking Settings. If you virtualize a down server on the
BDR, you will need to know the OS type (e.g., Server 2008 64-bit) and correct IP address and DNS
information for that server. You should make sure this information is documented and readily
accessible so thatin the event of a disaster, the information will be quickly at hand, and you will not
have to guess at what the server IP address should be. This is especially important for domain
controllers.

32 bit servers: Check IRPStackSize registry parameter. Heavily loaded 32-bit Windows servers

may need to adjust the IRPStackSize parameter to ensure backups are reliable. Please see
StorageCraft KB article 54.
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Configuring ShadowProtect Bare-metal Backups

Now that ShadowProtect is installed on each server or workstation, a continuous incremental
backup job needs to be configured on each of the machines you want to backup. This can be
performed without having to login to each machine through the use of the ShadowProtect
management console that is installed on the BDR.

Follow these steps for each computer that you need to configure:

1. Login to the BDR, and open the ShadowProtect management console and go to the
Management Viewtab.

2. Ifthe management console indicates that it has not yet connected to that computer,
click the Connectbutton to attempt to connect:

2

Conneck

3. Once connected, you can click the Manage button to activate the management
user interface for that particular computer:

%

Manage

4. The management console should now show several additional tabs across the top of the
screen:

b Disk Map ré Backup Jobs m Destinations ]’Qr' Backup History ]

5. Onthe BDR, open Windows Explorer and create a new empty directory on the X: that will
hold the bare-metal backup data for this specific computer (there should be a different
directory for each computer you are backing up).
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IMPORTANT: If you plan to backup the bare-metal backup images off-site, then make sure
to create the new directory as a sub-directory of X:\Volumelmages. (e.g.,
X:\Volumelmages\ExchangeServer). If you do not plan to backup the bare-metal images
offsite, create a new subdirectory of X:\LocalVolumelmages (e.g.,
X:\LocalVolumelmages\ExchangeServer).

6. With the new empty directory created, go back to the ShadowProtect management console,
and click the Destinations tab. Then click the Addbutton. In the dialog that appears, enter the
UNC path of the appropriate share (Volumelmages or NotBackedUp-LocalVolumelmages) of the
BDR.

Also enter the credentials to access the share on the BDR (these are not necessarily the same as
the credentials to access the machine you are backing up). If the BDR is not joined to a domain,
use a period (.) for the Domain name and Administratorfor the user name. When you are done,
click OK For example:

F¥ Destination -- [ OUTLOOK ] |

Ceskination Tvpe: INetwu:urk Share j

Destination Mame: I EDR.

Destination Path: I'|,'|,192.168.50.?5'!,'u'nlumelmages| Broise. .. |

™ Connect using the ShadowPraotect Backup Service credentials

¥ Connect using specific user credentials

Domain or Computer ar MAaS: I .

User Mame: I Adrniniskrator
Passwiard: I Il Il
Qualified User Mame: AAdministrator

¥ “erify destination access upon clicking OF

Ik I Zancel
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6. Next go to the Backup Jobs tab and click the Addbutton to start the wizard. Click
Next to get to the volume selection page. We recommend selecting all lettered
volumes. If you are backing up SQL or Exchange databases, you must have both the
database and log volumes on the same job, in order to truncate the logs.

For example:

W Backup Job Editor -- [ DUTLDOK ]

Yolumes to Back Up
Specify one of more volumes ko backup

Ao

| Crive Letker |'-.-'n:-|un'|e |File Swstem | Size Lised Partition T... |F'artiti-:|n Bl
=] Disk 0: ¥Mware, ¥Mware ¥irtual 5

[+ T @ Mo Label MTFS 19,9958 4.72GE MNTFS Ack, Pri

=] Disk 1: ¥Mware, ¥Mware ¥irtual 5

[~ E i Data MTFS 10,00GE 1.753GE MTFS Pri

|=| Disk 2: ¥Mware, ¥Mware ¥irtual 5

[« R 3 Mew Yolurme  MTFS 8,00 GE  43.68ME  MTFS Pri

=] 3.5" floppy, 1.44MB {Removable Media)

A, @ (Removab... e e

< Back

; Zancel |

4
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7. On the next page, select the Network Destination that you created in step 7:

% Backup Job Editor -- [ DUTLDOK ] E

Backup Mame and Destination
Specify a name for your backup image and select a location to save the backup

Select network: location or browse to a local path

I I Q BDR (11192,163,111, 101 olumelmages' Qutlook) j

Specify image names

File Mame | Yalume |
C_NOL 1 (Mo Label)
E_wioL E:Y, {Data)

| R _WioL Rl (Mew Molume)

* Double-click to rename File, or select it and hit space or F2

< Back Mext = Cancel
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8. On the next page, configure the backup schedule. Make sure to select Continuous
Incremental/mode. Choose the backup window and the frequency (as often as every 15
minutes). If you want it to always backup, set the end of the backup window to one
minute before the start of the backup window, it is smart enough to wrap around.

W Backup Job Editor -- [ DUTLDOK ]

Specify the backup schedule

| MOTE: You musk use

— Schedule —%55 Incremental Backups
= Mow Sun Mon Tue Wed Thu Fri Sat
W
O Later v r r r r r r
£ wesky Start time: | eonoopn =
o
oty — additional Incremental Backups
* Continuaus Sun Man Tue Wied Thu Fri Sat
Incrementals r [ [ v v v r

| B00:00 A =]

Start taking backups at this time:

the ShadowProtect
ImageManager Stop taking backups at this time: I 70000 E
service with Ehis ‘00:00 B j
optian. Minutes between backups: al ﬂ
V¥ Use vss Backups per daw; 24
% Back Mext = Zancel
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9. On the next page, set the compression mode to High. Optionally, set a password to use
to encrypt the data.

Tip: if you use off-site backup, the data will always be encrypted regardless of whether you
set a password here. The password here will be used to encrypt the bare-metal backup
data stored on the BDR itself. As a best practice, we recommend that you do enable
encryption on the StorageCraft backups.

Tip: If you are replicating data, you should strongly consider encrypting the bare-metal
backup images, especially if the target replication device is not in a secure location.

Tip: If you decide you want to encrypt the ShadowProtect backup data, then we highly
recommend using the same password here as you use for the online backup account pass
phrase. This keeps things consistent and allows you to use the secure pass phrase
recovery mechanism of your online backup account.

WARNING: If you encrypt the data using a password, you must know the password in
order to restore your data. Keep the password well documented in several places that will
be available even during a disaster, so you can be sure you will be able to restore your
data. StorageCraft does NOT have any means of recovering your encryption
password.

% Backup Job Editor -- [ OUTLOOK ]

Options
Specify the options vou want For the backup image

Select Compression Method: IHigh j

[T Enter Password [T Use Password File Moke: This option will encrypt the image File

Fassword; I

Canfitm Password! |

[T Split image File e ] ~| Mb

Backup Job Mame

Backup Comment

-
;I fdvanced |

E Cancel |

v
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Typically you do not need to change any of the advanced settings. The one setting you
may want to change is the performance throttling if you are backing up a very busy server:

W Advanced Options -- [ OUTLODK ]

Backup |Image I Commands I

¥ Perfarmance Thrattling J

I™ | Second and subsequent Full backups are differentials
¥ Generate MDS file when creating an image file

[ Ignore read Failures and continue backup

Moke: Defaulk options are highly recommended For most backups, See User Guide For additional

information.
K I Cancel

y

10. Click through to finish the steps in the wizard. You can use the Execute button to start the
initial backup. The initial backup may take some time depending on how much data you
have. Typically data rates are between 10 MB/sec and 80 MB/sec, depending upon your
network, processor speed, and whether data encryption is enabled.

You now need to use the ShadowProtect ImageManager program on the BDR to tell it to start
monitoring the folder that contains the bare-metal backups for this computer you are backing up.

This is crucial to monitor the integrity of the data and to collapse deltas.

Follow these instructions to configure the ImageManager.

Tip: Use of the ImageManager is required for continuous incremental backup jobs.
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Configuring ShadowProtect ImageManager

The ShadowProtect ImageManager runs on the BDR and performs two critical functions:

1. Delta Consolidation. It consolidates the incremental backup deltas on a daily basis,
consolidating intra-daily deltas into daily deltas, daily deltas into weekly deltas, weekly
deltas into monthly deltas, and monthly deltas into a rolling delta. The base image, the
last 35 days of daily deltas, plus all of the monthly deltas and the rolling delta must be
retained until a new base image is taken.

2. Image Verification. The integrity of the data stored locally on the BDR is periodically
verified. Any errors will be reported in the management Web Portal and through any
configured email and partner notifications (as configured in the online backup manager
and in the partner Web Portal).

First, follow these instructions to configure the ImageManager global settings:

1. Startthe ImageManager (double click the icon on the desktop or start menu):

2. The ImageManager will ask you to login. The default password for the
ImageManager is 'imagemanager' (without the quotes).

B2 shadowProtect imageManager

[Mew]

Server: Jocaihos
fh Port: BGTHS & Eing,.

Paziward:

| gomest || canen |

ImageManages Agend Tasks
&, Connecttolgent..

B DisconnectAgent

3 Motimcation Settings.
@ focotSetting:...
Hedp Tashs
a Whew Help Contents
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3. Choose atime when ImageManager should collapse the deltas. To do this,
click the Agent Settings button on the left-hand side:

ImageManager Agent Tasks I

img Connect toAgent.,
iy DisconnectAgent

4+ Refresh

= Start Processing

=1 Moftification Settings..

ﬁ Agent Settings..

4. Then choose the time when processing should occur:

I General | Performance "GlD bal Fletenti{:n” Locations || About |

Processing

Y| Run ImageManager processing work each day at: 12:05 AM E:

Default Folder Credentials

Domain aor Computer or MAS: | |

Username: | |

Passwaord: | |

Cualified Name:

You can override these credentials for individual folders by setting credentials in the
managed folder's settings dialog.

Access

Change Agent Password..

Important Tip: You should always choose a time after midnight (12:01am). If you
choose an earlier time, your off-site backups will always be at least 24 hours behind.
You should set the online backup manager to start its processing about one hour after
the image manager performs its work (longer for really large sites). This will allow the
ImageManager to complete its work before the off-site backups and replication start.
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5. You can also configure your default data retention policy in the agent settings. The
BDR comes pre-configured with a retention policy that is suitable for most customers.

However, you can customize this to your needs:

W Automatically clean up backup image files inall managed folders:

Cleanup consolidated maonthly image files [-cm)

Keep consolidated monthly image files for at least: g

[Mote: ImageManager always deletes intra-daily image files.)

Keep intra-daily image files for at least: g

Keep consolidated daily image files (-cd) for at least: g

Keep consolidated weekly image files [-cw) for at leasth: mg

Days (1-365)
Days (7-365)

Days (30-365)

Months (1-120}

[ Mowve consolidated daily and weekly image files to a subdirectory instead of deleting

o ImageManager may keep image files longer than the days specified if they are needed for
other operations. For example, if you chose to remove Consolidated Weekly image files
after 14 days, those files are not deleted until a Consolidated Manthly image file is created
that contains the files.

EXTREMELY IMPORTANT: If you are performing off-site backups, you must set the
number of days to keep consolidated daily image files (-cd) to at least 35. You

must keep at least 35 days of daily image files to maintain your chain. This is because
weekly image files are not backed up offsite (only the base image, daily files, monthly

files, and the rolling delta file).
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6. Next, the ImageManager must be told about each directory that contains bare-metal
backup image files. For each server or workstation that you are backing up, perform
the following steps:

a) While still logged in to the ImageManager user interface, on the left hand side, click the
a. Start Managing Folderbutton:

Managed Folder Tasks
| b Start Managing Falder..
) Stop Managing Folder

& Eoldersettings..
b.

b) Click the ... button to browse for the folder that contains the bare-metal backup
images. Typically, the folder you want to select will be a subdirectory of
X:\Volumelmages or X:\LocalVolumelmages. Note that you should select a
subdirectory of X:\Volumelmages (or X:\LocalVolumelmages), not X:\Volumelmages
itself. You can leave the other options at their default settings.

£¥ Managed Folder Settings | X]
Falder Path: ‘}-{:Wolumelmages\@utluuk |
Description: ‘ | [optional)

[ This folder requires authentication
{0 Use the defaultfolder credentials defined in Agent Settings

() Define specific credentials forthis folder:

Damain or Computer or MAS: | |

% Username: | |

Passward: | |

Qualified Mame:

[ Assign sort priarity relative to other managed folders: g: [0-255)

0 Assigning a sort prioritywill override column sort arders and cause this folderto
mowe tothe top of the managed folders list,

o (o]

VERY IMPORTANT: You must add the folder that directly contains the .spf and
.spifiles. (You cannot add just the parent directory). For example, if you have three
servers backingup to the BDR, you will have three separate directories that
contain the bare-metal backup image files, and you will use the Start Managing
Folder button three times to add each of the three folders separately to the
ImageManager.
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c) Optionally, you may configure agent-specific retention policies. If you need to
override the global data retention policy for a specific agent, select the agent and
then click Retention Settings on the left side.

This will bring up the retention settings dialog, where you can customize how long you
want to retain each type of image file.

EXTREMELY IMPORTANT: If you are performing off-site backups, you must set the
number of days to keep consolidated daily image files (-cd) to at least 35. You must keep
at least 35 days of daily image files to maintain your chain. This is because weekly image
files are not backed up offsite (only the base image, daily files, and monthly files).

Now that ImageManager has been configured to monitor and manage each folder for each
protected agent, we can proceed to the next steps.
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Managing ShadowProtect Backups

The ShadowProtect management console on the BDR allows you to connect to and manage all of
the ShadowProtect installations on your local network, without having to login separately to each
computer. The Management Viewtab in the ShadowProtect console is what allows you to do this.
Inthe Management View you can start managing one of the computers in the list by double clicking
on the desired computer or clicking the Manage button. (You may also need to click the Connect
button if it has not yet connected to that agent.)

Once you have selected a computer to manage, the other tabs will allow you to configure and
control bare-metal backups on that computer.

For more detailed information, please refer to the ShadowProtect documentation on the BDR
in the C:\Appliance\Documentation\StorageCraft directory.

Bare-metal Restores

Bare-metal restores allow you to restore an entire computer without having to first reinstall the
operating system, even to different hardware.

This page describes how to restore an entire system from bare-metal backups. If you just want to
restore an individual file, follow these other instructions.

To restore an entire system from bare-metal, follow these steps:

1. You will need to create the Recovery Environment CD or DVD following the instructions
in this link: https://www.storagecraft.com/support/book/storagecraft-recovery-
environment-user-guide/starting-recovery-environment/creating-recovery-en

2. Follow the on-screen instructions to restore the volume images from the BDR onto the
bare-metal. You will need to tell it to connect to the network and map a network drive to
the Volumelmages (or LocalVolumelmages) share on the BDR. This can be done after it
boots from the recovery CD by going to the Tools menu and selecting the Network
Configuration Utilitycommand.

IMPORTANT: If you are restoring a domain controller, the first time the server boots, when
the Windows boot menu appears, you should immediately press F8 and choose Active
Directory Restore Mode or Directory Services Restore Mode. Once the server comes up,
edit the settings for the network adapter to reset the static IP and the DNS server address.
For SBS servers, the DNS server address will be the same as the static IP.

Tip: If you are restoring to dissimilar hardware, please see StorageCraft KB article 72.

Tip: The trial version of ShadowProtect does not allow restoring to dissimilar hardware. If
you need to test this functionality and do not have a ShadowProtect license key, please
contact your sales representative.

Tip: You can configure the recovery environment to start a VNC server and then use the
UltraVNC software on the BDR to remotely connect to the bare-metal recovery
environment console (it is located in the C:\Appliance\Software\UItraVNC directory).

IMPORTANT: After the restore has completed successfully, you should take a new base
image.

35


https://www.storagecraft.com/support/book/storagecraft-recovery-environment-user-guide/starting-recovery-environment/creating-recovery-en
https://www.storagecraft.com/support/book/storagecraft-recovery-environment-user-guide/starting-recovery-environment/creating-recovery-en

BDR for ShadowProtect User Guide

You should make sure to archive the old backups for the restored image to a location not in the
original folder. This will provide you with a backup history of the system, prior to the restore

More detailed documentation, including a walkthrough with screenshots, is available by opening
the ShadowProtect Recovery Environment.pdffile in the C:\Appliance\Documentation\StorageCraft
directory on the BDR appliance.

Restoring Individual Files

Even though bare-metal backups are backing up entire file system volumes, you are still able to
restore individual files or directories easily. If you want to restore an entire system from bare-metal,
follow these other instructions instead.

Follow these steps to restore one or more individual files:

1. Start the ShadowProtect management console (either on the BDR, or if you installed the
user interface on the computer itself then you could also do this on the computer).

2. Inthe Management View use the Connect and Manage buttons to connect to the
appropriate computer.

3. Inthe pane on the left, click the Explore Backup command:

.‘Q}Tasks =
5 Backup
-é Restare :
& Explore Backup I
' ﬂ Dismount Backup Image |

———— = |

4. Follow the steps of the wizard to select the appropriate ShadowProtect image file (*.spf)
that contains the backup data for the volume that has the file you want to restore:
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W, Explore Backup

Backup Image File Mame
Select a backup image file to browse

=
o

I #rivalumelmagesOutlooklC_WOL-b001,spf Browse, ., |

B Image File Properties =
Yolume Size 19,99 5B
IJsed space 5.06 GE b
Creatian Time 702010 7i46:27 PM
Backup bype

19.99 GB

5. The next step of the wizard allow you to select the desired point in time:

W&, Explore Backup

Backup Image Dependencies
Yerify current selection ar seleck anather point in time

| Creation Time | B Image File Properties -

Wolume Size 19,99 GB
IJsed space 5.06 GE |
Creation Time FI0J2010 7:146:27 P
Backup tvpe Mone
Image creation methoc Yolsnap using Y35 -
19.99 GB | |
MNTF5* Unallocated space
19,99 GB 784 MB
< Back Mext = | Cancel
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6. Inthe next step, tell it where to mount the backup image (for example, Z:\):

W, Explore Backup

Explore Options
Specify options For explaring an existing backup image

Select drive letter or path:

& Assign the Following drive letter: I_ vI

£~ Mount in the Following emply MTFES Folder:

i dsers\administrator, Staff-1 1200 Documents iy Backups Browse, .,

Select how ko name the mount point sub-Folder:

% Time/Dake

= File name

= Custom 7-10-2010 7.46.27 FM

¥ Mount Backup as Read-Only
Mote: See help For modifying backup images

< Back Mext = Cancel

v

7. Finish the wizard. Windows explorer will popup showing the data on the drive. Now copy
the desired data to the desired location.

8. When finished, in explorer right click the mounted drive (e.g., Z:\) and choose Dismount.

Alternatively, on the BDR you can also use Windows Explorer to browse to the .spf or .spi file that
contains the data for the volume with the file you want to restore, right click it, and choose Mount

and it will mount the backup image as the Z:\ -- you can then use Windows Explorer to copy the data
to the desired location.
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Overview of Virtualization

This section describes how to quickly virtualize and run servers or desktops from bare-metal
backup images stored on the BDR. Bare-metal backup images can be virtualized in just seconds
through the VirtualBoot tool (does not require the data to be copied or converted, very fast).
Virtualizations on the BDR can be done in test mode, where the virtualized server will not
communicate with other computers on the network, or in production mode, where it will be visible
on the network.

Alternatively, you can use the image conversion tool to convert the bare-metal backup images
into VMDK (VMware) or VHD (HyperV) virtual disk images, which can be booted within your
existing infrastructure (e.g., if you are running VMware ESXi or HyperV on other servers in your
network) after running the HIR tool on them.

This section also describes how to restore back to a physical (or virtual) server after you have
virtualized a server on the BDR with VirtualBoot.

An overview of this feature is also available.

Additional details are also available in the ShadowProtect VirtualBoot documentation.

Virtualizing in Test Mode

You can virtualize a backed up computer in a test environment by:

1. Startthe Virtua/Bootwizard on the BDR

T—" ShadowProtect VrbualBoot Wizard i o il

Welcome to the VirtualBoot wizard!

ShadovProtect VirtualBloot makes it possible to guiddy boot badagp
images within & virtual machine, The virtual machine’s hard disks conitan
ke contents of the selected badap mages, without the need to
convert the badap mage: to & different e format and withouwt the
lengthy restone operabon. The ShadowProtect badaup jobs wathin the
boated wirtusl machine can continue protecting amy rew data with fast
norementals, adding them seamiessly to the existing bacioup image fie
= -

ATTENTION: Supports VirtusiBox: 3,10 - 3.2, 12 and 4.0.2 - 4.0.4,
Requires at least 1GB of avadable RAM on the host machine. For &4 bt
Wi, VT-u of AMD-V must be enabied in the host machine’s BIOS
seitngs.

Press Neut to contrue

2. Click Next
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T shadowirotect VirtualBoot Wirard

Backup Image List
Specify the bada g mags Bes which vall be used by the vriusl madhine, An mage
containing Windows must be spedfied as the boot volume,

e Image Fle I Femorve Trname Rl I Snecity Book Mok e I

Boot [ Drive | image Fie [Macne | creatontme |

-« Back et > Canocel I

e

3. Click the Add Image File button. Select the .spf or .spi file containing the point-in-time
backup for the computer you want to virtualize.

B
Lockin: | L Zcest sl er @

_Name | »| Date modifed - |=| Type |=| sze |
F C_VOL-b00Z4267-cd-cw-omosp 10y31/2010 11:0... ShadewPratectL.. 219,
"E"lﬁ.-bmnm?-cﬂ-mw,ﬂl 100312010 11:0... ShadowProtect [... 3
rc_\'ﬁ.W!ﬂﬁ?-cd-m.m 10/16/2010 11:0... ShadowProtect L... 7
¥ E_vOL 5002426 7-cd-cv. 500 10/16/2010 11:0...  ShadewProtect L. .

¥ c_voL-b0024267-cd.spi 10/12/2010 11:0... ShadowProtectL.. 234

¥ £ vOLb00 2426 7 s 10/12/2010 11:0..,  ShadowProtect ...

¥ Eu'cu.-bmz-iaa?_q: 10/12/2010 4:59 ... ShadowProtect L...

' E_\"Cl.{mhiﬁﬁ.ﬁ 10122010 4:00 ... ShadewProtectl... B

¥ £ voLt002+266.50 10/12/2010 359 ... ShadowProtect L...

7 c_voL-booza285 5 10/12/2010 3:00 ... ShadowProtectl... 8,

¥ E_vOL-b002-265.50 10412/2010 2:59 ... ShadowProtect L.

"E_?El.il]]lﬂ!ﬁﬂl\ﬂ 100122010 2:00 ... ShadewProtectl... B,

¥ E_vOL00024 264500 10/12/2010 1:59 ... ShadowProtect ...

VO RO A 20 T .. et 1. A

. I!' 4 erm .
Fie name. {c_voL6002i267 i = Open
FHescitype:  |ShadowProtect Backup ["sof " 50l =l Cancel

Tip: When selecting which backup image to virtualize, do not select a consolidated image file (a
file whose name ends in -cd.spi, -cw.spi, or -cm.spi).

4. Once you have selected a backup image, it will automatically select the point-in-time

backup image for any other volumes that depend upon the volume you selected. For
example:
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wirobect VirtualBoot Wirard

Backup Image List
Specify the badap image fles which wil be used by the vrtual machine, An image
containing Windows must be spedfied as the boot volume,

addimagerle [ RemovelmageFie |  speofyBootvoume |

[ovve [ image Fie [Machne [ CreatonTime I
Yes C:h L WOLLMETMAGES \OUTLOOKN_VOL~.., OUTLOOK 000710 19:46:..,
L] E\ L WOLLMEIMAGES \OUTLOOK'E_VOL-... OUTLOOK 20107710 19:46:...

<Bck | met> | cacd |

<k

5. Check that the boot volume it selected is correct. Ifitisn't, use the Specify Boot Volume
button to indicate which volume is the boot volume. Click Nextwhen everything looks
correct.

6. You will need to select the appropriate operating system version from the drop down
menu. You must select the correct operating system version, or the virtual machine will not
boot correctly.

T shadowProtect VirtualBoot Wizard

Oplions
Specifi how the virtual machine i craated

Spedify the operating system for the new virtual machine:

Windows Vista (54 bit x54)
Windows 2008

'Windarws 2003 (54 bit x64)
Windows 7
Windowa 7 (64 bet x64)
Windows 2008R.2

[Windorws 20088 2 (E4 bit w54)

~ |NAT PROJ1DO00 MT Deskto (Best for Testing) =] I

A

7. Choose notto start the virtual machine automatically (you will want to adjust networking
settings before starting it). Choose the amount of RAM to dedicate to the virtual machine.
You should leave at least 1GB free for the BDR itself to use (recommended leaving at least
2GB free -- e.g., if you have 8GB of RAM, we recommend using no more than 6GB).

[IMPORTANT: SBS Servers require at least 6GB of RAM to function properly.
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* shadowProtect ViFtualBoot Wizard
Specify how the virtual madhine i oeated

_u:a_ v hams-for the nas i Sual ma-hin
{imm

¥ Automatically ceate the new virtual madine

[ Pustomatically start the new virtual machine after greating it
Spacfy the name of the new

ITEHIH\EC{
the new virtual machine:
[ 512 B
Specdfy the Vs network adapter type:
[NAT PRO/ 1000 MT Desktop (Best for Testng) = | Fr— |
<Back | Mext> | cancel |

a4
8. Click Next when finished, review that everything looks correct, and click the Finish button.
9. It will show a progress dialog while it prepares the virtual machine. Normally this process only
takes about 60 seconds, but it may take up to several minutes under rare circumstances.
Please be patient while it prepares the virtual machine.

10. Once it's finished, it will show a dialog box confirming the creation of the virtual machine.

11. Once the VirtualBoot wizard has finished, start Oracle VirtualBox on the BDR and edit the
settings for the newly created virtual machine.

210
Pc Madioe : Heo
@{g :& \;} ) verats | (@) snapames (1) | 52 Dessronen |
Hew | Setorgs | sust  Cacd -} el e S il
= iy 05 Type: Vinckws 2003
il R Test
!‘r-]gl:. g:«-maeﬁ (&) Svatem
Base Memary! THEME
Processorisl 1
VRO Eraitied
Hested Pageg: Eratied
&) iaplay
Vickes My M8
20 Aceler s Dissbiedd
20 eens Aceleralon Dusabled
Remote Depley Server Dbl
Storage
@ IDE Controler
SO Primary Masstes TEST-COMNECT Dk 0 Vh_{ 1981 70727060
bfe-20Tnhcetaechl_HD_{5a0 1900-50 ke 4275~
[Nermad, 120 T8}
TDE Primary Surve:! TEST-CONHECT Dk 1) 1
bift-220uetaet) HO (75185200 B0c0 A2}
o 30e-COMQAHIAGF 5 (normal 1,21 TH)
I0E Secondary Mariter (COOND): Bty
ity
> Disabiee!
Metwork
Wambra 1 Pt Y AT BT imnkmrs AT =

12. In the Network settings section, make sure Adapter 1 is enabled. Select the appropriate network
type:
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Internal Network: This puts the VM in a completely isolated, virtual network. It will not be able to
communicate with the BDR or the networks that the BDR is attached to, but it will be able to
communicate with other VMs running that are attached to the same internal network.

IMPORTANT: If you are virtualizing an SBS server or domain controller, the server must have a
valid DNS server IP address, which requires a connected network adapter. You should therefore
use the Internal Network and make sure that the virtual network adapter network cable stays
connected. The first time you boot you also have to use the Directory Services Recovery Mode to
assign an IP address and DNS server address (see below).

Host-only Adapter: This is similar to Internal Network, except that the host (BDR) can also be a
participant of the network. Usually you do not need to use this option.

NAT: This puts the VM in a virtual network behind a virtual firewall that will perform NAT
translation from the virtual network onto the primary physical network of the BDR. Use NAT if you
want the test VM to have access to the Internet or if it needs a DHCP server and you do not want it
present on the physical network attached to the BDR.

IMPORTANT: If the test VM doesn't need Internet access, you should expand the
Advancedsettings, and making sure that the Cabl/e connected option is unchecked:

£ DUTLDOK-test - Settings EHE
5 General Network
Syskem
Display Adapter 1 | Adapter 2 I Adapter 3 I Adapter 4 I
@ storage V¥ Enable Network Adapter
o sud Attached to: [HAT -
o | Metwork
H A Idame: I ﬂ
@ Setial Ports
~ Advanced
& use
Adapter Type: |Inkel PROS1000 MT Deskbop (S2540EM) -
[ shared Folders I J
Mac Address: | 080027644040 &

[T Cable connected

Salect a reftings category from ghe fisf on the faft-hand side and move the mouse over a seftings
fam fo get more fformation,

OF I Cancel | Help |

13. When ready, use the VirtualBox interface to start the virtual machine.
Do not log out of windows while the virtual machine is running.

Tip: You can disconnect from a remote desktop session and the virtual machine will continue to
run. Just do not log out.

IMPORTANT: If you are virtualizing an SBS server or domain controller, the first time the server

boots (when the Windows boot menu appears), immediately press F8 and choose Active Directory
Restore Mode or Directory Services Restore Mode. Once the server comes up, login as the local
Administrator (\Administrator) using the Directory Services Restore Mode password, then edit the
settings for the network adapter to reset the static IP and the DNS server address. For SBS servers,
the DNS server address will be the same as the static IP (or 127.0.0.1).
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14. When you are finished testing, stop the virtual machine, and follow the directions to delete
the virtual machine.

Virtualizing in Production Mode

If you have experienced a computer failure and need to virtualize the server or desktop on the BDR,
follow these steps:

1. Startthe Virtua/Bootwizard on the BDR

T chadowProtect VirtualBoot Wizard i | if

Welcome to the VirtualBoot wizard!

ShadovwProtect VirtualBloot makes it possible to guiddy boot badap
images within & virtual machine, The virtual madhine's hard deks conitan
e ponitents of the selected badap images, wathout the need to
convert the badip mages to & different e format and without the
lengthy restore operabon. The ShadowProtect badoup jobs vathin the
boated st machine can continue protecting amy rew data with fast
norementals, adding them seamlessly bo the existing bacdap image fie
e,

ATTENTION: Supports VirtusiBas: 3.1.0 - 3,2, 12 and 4.0.2 - 4.0.4,
Reguires at least LGB of avadable RAM on the host machine., For &4 bt
Wi, VT-u of AMD-Y must be enabied in the host machine’s BIOS
seitngs.

Press Meut to continue

2. Click Next

T shadowirotect VirtualBoot Wirard

Backup Image List
Speify the badag mags Bes which vl be used by the wriusl machine, An mage

conkaining Windows must be spedfied as the boot volume,

Add Image Fls I Femonve e Fa I Snerty Boo” Vol I
Boot | Orive | image Fie [Mache | Crestontme |
< Back it = Cancel |
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3. Click the Add Image File button. Select the .spf or .spi file containing the point-in-time
backup for the computer you want to virtualize.

B
Lockin: | L Zcest sl er @

_Name | »| Date modifed - |=| Type |=| sze |
F C_VOL-b00Z4267-cd-cw-omosp 10y31/2010 11:0... ShadewPratectL.. 219,
V E_VOL-b0024267cd-cow-cm.spl 10302010 11:0... ShadewProtectl... 3
rﬂ_\'ﬁ.W!-lﬁ?-cdcw.ip 10/16/2010 11:0... ShadowProtect L... 7
¥ E_vOL 5002426 7-cd-cv. 500 10/16/2010 11:0...  ShadewDrotact ...
¥ c_voL-b0024267-cd.spi 10/12/2010 11:0... ShadewProtectl.. 234

¥ B voLb0024 37 cd s 101272010 11:0... ShadewProtect L.

ShadewProtect L..

¥ Eu'cu.-bmz-iaa?_sn 10,/12/2010 459 ...

¥ c_vOL-b0024266.500 10/12/2010 4:00 ... ShadowProtectl...  B.f

¥ E_vOL-b002- 266500 10/12/2010 3:59 ... ShadowProtect L.

¥ c_voL-b00 24265500 10/12/2010 3:00 ... ShadowProtect ... -

¥ E_vOL-b0024265. 5 10/12/2010 2:59 ... ShadowProtect L...

¥ C_vOL-b0024264.500 10/12/2010 2:00 ... ShadowProtectLl... 8,1

¥ E_vOL-b00 2+ 264.501 10/12/2010 1:59 ... ShadoeProtect L.

VTN N7 PR e AN FEA 100 .. pect 1. [

“ l'I > I i "
Fie name. {c_voL6002i267 i 2 I
Resoftyps: [ShadowProtect Backuo sof " s0i) = Cancel |

Tip: When selecting which backup image to virtualize, do not select a consolidated image file.
(Do not choose a file whose name ends in -cd.spi, -cw.spi, or -cm.spi).

4. Once you have selected a backup image, it will automatically select the point-in-time
backup image for any other volumes that depend upon the volume you selected. For

example:
T shadowrotect VirtualBoot Wizard !l
Backop Image List
Specify the badap image fles which wil be used by the virtual machine, An image
containing Windows must be spedfied as the boot volume,

addimageFle  |[ RemovelmageFie | speofyBootvoume |

oot [ ove | image rle [Mache [ CreationTime I
fes €\ GVOLMEMAGES\OUTLOOKE VOL-.. OUTLOGK  2010/7/10 19:%:...
L] EN 0 WOLLMEIMAGES WOUTLOOKE_VOL-... OUTLOOK 20107710 19246z,

<ok | met> | cancd |

b

5. Check that the boot volume it selected is correct. If itisn't, use the Specify Boot Volume
button to indicate which volume is the boot volume. Click Nextwhen everything looks
correct.
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6. Select the appropriate operating system version from the drop down menu. You must
select the correct operating system version, or the virtual machine will not boot
correctly.

ShadowProtect VirtualBoot Wizard

Options
Specify how the virtual madhine i creabed

Spedify the operating system for the new virtual machine:

Windowe Vista (54 bit x64)
Windows 2008
Windows 2008 (64 bit w54}
Windows 7
'Windows: 7 (54 bit x64)

Windows 200882
(Windews 200872 (&4 it w54)

[NAT PROJ1000 MT Desktop (Best for Testing) =] I

A

7. Choose not to start the virtual machine automatically. (You will want to adjust networking
settings before starting it). Choose the amount of RAM to dedicate to the virtual machine.
Leave at least 1GB free for the BDR itself to use (We recommend leaving at least 2GB free
For example, if you have 8GB of RAM, we recommend using no more than 6GB).

IMPORTANT: SBS Servers require at least 6GB of RAM to function properly.

% shadewProtect VirtualBoot Wizard

Oplions
Specify how the virtual machine is created

Windows 2003
= mwhhm:

[~ Mutomatically start the new virtual machine after creating it

Spedify the name of the new
ITETI’-ECH\EG’
the: new virtual machine:
I 512 mB
Spedfy the Vs network adapter type:
[NAT PROJ 1000 MT Deskiop (Best for Testing) = Advanced... |
<Back | met> | cancel |

-

8. Click Next when finished, review that everything looks correct, and click the Finishbutton.
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9. It will show a progress dialog while it prepares the virtual machine. Normally this process
only takes about 60 seconds, but it may take up to several minutes under rare
circumstances. Please be patient while it prepares the virtual machine.

10. Once it's finished, it will show a dialog box confirming the creation of the virtual machine.

11. Once the VirtualBoot wizard has finished, start Oracle Virtua/Box on the BDR and edit
the settings for the newly created virtual machine.

T Orasche VM Virtualox B Bl x|
D F L
e E} D & £ etate | 0D ssperors (1) | T2 pesoroten X
aacar =
Hem mv St Oaeard e e
'JT"]j BME Test 05 Ty Windkees 2003
4 ([@Posred OFf System
[Base Moy RS
4 TEST-OORRECT (Ve fuaBiood Processor (sl |
VT-fin-y; Erabied
teested Fagng: Erabied
Haplay
Video : ame
D Acceler atore Drsabied
Femohe Despley Server: Dinsbbedd
Sherage
@ IDE Controler
D Primary Master; TEST-COMNECT Dk 0 V{158 120002 0cn 40404
e 0 3abertmech) HD {5200 150060 be 4275~
kit b26e fiba 2o} NEP (Aevmal 121 TH)
DE Prevary Sune TEST-COHNHECT_Disk_1) 1707 2P Aok
i 32 hakecndnech)_HD, =
‘alse-SORGGH AL 0 (Mmal 1,21 TH)
DE Sevordary Manter [CDEVD):  Evpty
o by
Drialwt
Network
[ —— Foreh P AT BT P AEATS =

12. In the Network settings section, make sure Adapter 1 is enabled. Then attach to the
Bridged Adapter, choose the appropriate physical adapter to bridge to, expand the
Advanced settings, and make sure that the Cable connected option is checked.

ﬁDUTLDDK—test—Settings T
B ceneral Network
Systemn
Display Adapter 1 | Adapter 2 I Adapter 3 I Adapteril
@ storage ¥ Enable Metwork Adapter
@ Audio attached to: IBrldged Adapter VI
@ Metwark = = n =
B kel Gigabit Metwork Connection #2
3 serial Ports
“ Advanced
£ use

Adapter Type: IInteI PROJ1000 MT Deskkop (82540EM)
[ shared Folders

@ |4

Mac Address: |08002?64AD4D

[V Cable connected

Seiect a zeftings category from Ehe fsF on éhe feft-hand side and move the mouse over a seftings
fem fo get more Mformation,

ok Cancel | Help |

IMPORTANT: If you are virtualizing Windows 2000, expand the Advanced network settings,
and change the Adapter Type to be PCnet-FAST Il
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13. Whenready, use the VirtualBox interface to start the virtual machine. Do not log out of
windows while the virtual machine is running.

IMPORTANT: You can disconnect from a remote desktop session and the virtual machine will
continue to run. Just do not log out.

IMPORTANT: If you are virtualizing an SBS server or domain controller, the first time the server
boots, when the Windows boot menu appears, you should immediately press F8 and choose
Active Directory Restore Mode or Directory Services Restore Mode. Once the server comes
up, login as the local Administrator (\Administrator) using the Directory Services Restore Mode
password, then edit the settings for the network adapter to reset the static IP and the DNS
server address. For SBS servers, the DNS server address will be the same as the static IP (or
127.0.0.1).

14. Once the virtual machine boots in production mode, you may have to reactivate
Windows. There is no way to circumvent windows activation restrictions. If you have to
reactivate Windows, it will attempt to do it online, or it may have you call Microsoft.

Tip: Typically computers do not have to be activated if you are booting an image that was
backed up within the last 3 days, or if you are using volume-based licensing.

15. Itis recommended that you install the Guest additions inside of the virtual machine once it
has booted into Windows. Doing this can boost performance. To do this, once the VM is
running, click the Devices menu in the VirtualBox window, choose /nstall Guest Additions,
and follow the instructions. (if setup does not start, browse to the setup executable on the
CDROM drive in the VM).

.;'j TEST-CONNECT (Virtuaifoot) [Running] - Oracke V4 VirtualBlox

o the Found New
izard

lor cureerh arwd updated sollveare by

binine privacy rformafior

Car Wirdaws etnrsct bo Windows Updsts bo seanch for

software?

" s, this tive onlp
c g, rionn and gveny bme | connscl & dence
™ Mo, rot his fime

E-E'ﬁliﬁﬂ |~ Found New Hardware . o 7 5 0sam
BEFE0 @-m

VERY IMPORTANT: To continue incremental backups, open the ShadowProtect management
console on the BDR, connect to the server, and make sure ShadowProtect backups are enabled.
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NOTE: ImageManager will be unable to remove collapsed incremental files and will throw an
error. This is meant to be a short term solution, until such time that a full restore can happen.

16. When you are ready to restore back to the original server, you will take a final backup inside
the virtual machine, shut down the virtual machine, and use the bare-metal restore
process to complete the restore. You will probably have to take a new base image once
the machine has been restored back to bare-metal. See these instructions for more
details.

Deleting a Virtualized Server

Once you have finished using a server or desktop you have virtualized on the BDR, delete the VM
and cleanup any related files. Follow these steps to do this:

1. Right click on the Virtual Machine and click remove, it will ask you if you wish to remove ALL
files or just the VM itself.

2. Select Remove All Files

£F OUTLIDK- best - Sebtings - ol 4
B ol | Storage J
[E speten ;

@ By Shorage Ty Abtribetes
ﬁ e D€ Controber Siot: |IDE Frimary Master =
e ot CEET | oo e @
T ¥ Differsndng Disks
AP Habwerk (= Empt E
{8 seral Ports ]
& us Virtual Size; - 37.58 GB
) haved Folders Actual Spe; OB
Location; X \OUUMEIMAGESYOUTLOOKYD ..
Tyoe [Format): MM{EIMMML
Abtiadhed To:  OUTLOOK-Seat
R

On the Display pegs, wou have assgred lees than 14 FB of video memory wéich = the meremem
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Congratulations, you made it through the process! All files should be cleaned up now.
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Restoring After Virtualization

To restore a server or desktop after you have virtualize it, follow these instructions:

1. Perform one last incremental backup. Make sure that the VM has completed a recent
ShadowProtect backup to the BDR. To do this, open the ShadowProtect management
console, connect to the server like normal, and check on the backup job. We recommend
kicking off one last incremental backup (it should be quite fast).

2. Shut down the VM. Once you gotten your one last incremental backup, immediately
shut down the VM.

3. Perform the bare-metal restore. Follow the bare-metal restore instructions to restore
the latest backup image back to a physical server or the new production virtual machine.

4. Check on backup status. After finishing the bare-metal restore, ShadowProtect may
decide to take a new full backup. Check if there are any new base images on the BDR after
it completes the first backup after the bare-metal restore.

If ShadowProtect did decide to take a new full backup, we recommend creating a new
directory on the BDR and starting over with this new empty directory (just like you were

configuring a new server).

5. Delete the VM on the BDR. Once the server is back in production and stable, follow the
directions to delete the virtualized server on the BDR.

Please contact technical support with any questions.
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Converting to Virtual Hard Disks

The ShadowProtect Management Console can be used to convert a bare-metal backup image to
VMware VMDK or Hyper-V VHD virtual hard disk files, which can then easily be turned into a
runnable virtual machine.

The process involves the following steps:

1. Usingthe Image Conversion tool inside the ShadowProtect Management Console to
convert one or more backup images to VMDK or VHD files.

2. Moving the VMDK/VHD files to the hypervisor server that will host the new VM(s).

3. Creating the virtual machine in your hypervisor.

4. Mounting the bare-metal recovery CD .iso file inside the VM and booting from the
virtual CD to perform "HIR" (the .iso is located on the appliance in

C:\Appliance\Software\ShadowProtect).

Detailed documentation of this process is available here.
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Overview of Off-site Backups

This section gives an overview of the procedures to perform off-site backups. Note that even if you do
not want to upload your data off-site, you should still configure the online backup manager using these
instructions, so that the Web Portal will provide monitoring of the local backups and also of the BDR.

More detailed instructions are available in the online help for the backup manager (start the backup
manager, and choose Helpo menu, Contents). See also the overview of this feature.

Configuration of Off-site Backups and Monitoring Software Branding

If you are a reseller and wish to change the branding of the online backup software, please install

your custom brand and then use the brand conversion wizard located in the C:\Appliance\Software directory.
Running the wizard is very important because it converts many of the backup policies that come
preconfigured for the BDR.

Account Configuration

All BDR services (monitoring, notifications, licensing) require that the appliance be connected to an online
backup account. To configure the account, follow these steps:

1. Open the desktop, click the Online Backup icon to start the backup manager.

2. Onthe My Account page, enter your online backup credentials and click the 7est
Connection button. If you have a temporary password, it will help you change it to a
permanent password.

Tip: Your password is not your pass phrase. The password of an account can be changed or
reset; however, the pass phrase cannot be changed once it is configured.

3. Click the Create Pass Phrase button and follow the prompts to setup your pass phrase.

4. Ifyou do not plan to send data off-site, go to the Folders page in the backup manager, and
uncheck the online backup destination column (earth icon) for the Volumelmages folder. Note
that by default the LocalVolumelmages folder will be monitored but not backed up offsite,
and you should leave this folder checked.

Tip: The backup manager is preconfigured to backup all data in the X:\Volumelmagesfolder, and is
configured with a special policy to properly backup ShadowProtect data. If you add additional
folders to the backup that contain ShadowProtect data, make sure that you set it to use the
same backup policy. This is also true for data that you do not want to backup offsite but that
you do want to monitor.

5. Onthe Schedule page, set the frequency to daily (once per day) and choose a time. We
recommend choosing a time that is one hour after the time you chose for the collapsing of
incrementals, with ImageManager.

6. Onthe Optionspage, Bandwidthtab, optionally adjust bandwidth constraints as desired.

Note that if you want to receive email notifications for just this account, you should typically leave the

Email Address setting on the Options page set to (auto) and instead change the email address for your
account in the Web Portal.
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Tip: If you are a reseller and want to setup standard notification rules, we recommend using
the Partner Notifications feature of the reseller Web Portal instead of setting up individual
notifications for accounts. Or if your end-users want to be notified, configure the backup

manager with the end-user's email address, and rely on the Partner Notifications feature in the
Web Portal for your own notifications.

Tip: The BDR service plan only allows bare-metal backups to be backed up off-site. If you wish to
backup other kinds of file-level data that is on the BDR, you will need to create an additional settings
profile and configure an additional online backup account (Basic or Select). In summary, to create an
additional settings profile, in the backup manager, do Filemenu, Switch Profile, and click the plus (+)

button to add a new profile. Refer to the backup manager documentation, partner training, and
technical support for additional information.
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Initial Backup

You can choose to perform the initial backup over the network or via a preload (seed) drive. How long
an initial backup will take over the network depends on the speed of the network connection and the
amount of data to upload. You can estimate how much data needs to be uploaded by clicking the
Visualize button on the Folders page, and looking at the line of text in the bottom left of the window
that starts with Amount to backup in all folders.

Tip: During the initial backup make sure that automatic installs of windows security updates are
disabled, so that the BDR does not reboot in the middle of uploading a large file.

Configuring Backups of Bare-metal Images

The appliance comes preconfigured to backup all bare-metal backup images stored in
subdirectories underneath the X:\Volumelmagesdirectory. The appliance is also preconfigured to
monitor (but not backup) bare-metal backup images in the X:\LocalVolumelmagesdirectory.

The bare-metal images for each server or desktop that you want to backup off-site should be stored in
separate subdirectories of X:\Volumelmages(one subdirectory for each computer being backed up), or
X:\LocalVolumelmagesif you just want to monitor the local backups.

VERY IMPORTANT: The Volumelmages and LocalVolumelmages folders are configured with a special
policy to properly monitor and backup the ShadowProtect bare-metal images. You must store all
ShadowProtect data that you want to backup in a sub-directory of Volumelmages or
LocalVolumelmages. Otherwise the data may not be properly backed up and preserve a full chain of
incrementals. If you do add an additional folder to the backup set that contains ShadowProtect data,
be sure to set it to use the Backup ShadowProtect Images policy, to ensure that the proper data is
backed up and monitored.

If you do not want to back up the bare-metal images for a particular server or desktop, store the
bare-metal backup images in a subdirectory of X:\LocalVolumelmages. This directory is still
monitored for backup frequency and integrity but the data itself will not be backed up offsite.
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Preload (Seed) Drive for Off-site Backup - Overview:

Preload (seed) drives are useful when the total amount of data to backup is too large to quickly
backup over the network. We recommend using a preload (seed) drive any time you are backing
up more than 100GB of data on a standard Internet connection.

eFolder offers a round-trip preloading (seeding) service, which includes everything required for you
to properly preload (seed) your account. The hard drives are 4TB and can be interfaced via USB
2.0/3.0 or SATA.

e The initial backup is sent via a preload (seed) hard disk. Once the data from the preload is
implemented, only the incremental changes (which are much smaller) need to be sent over the
network.

e Preloads can be performed on a new or existing account.

e When a preload is performed on an existing account, all previous data for that account will be
replaced with the contents of the new preload.

¢ \We recommend that you allow backups to run locally for at least a few days before performing a
preload. This will allow you to determine if there are change rate issues that need to be
diagnosed before you send the data off-site.

IMPORTANT: When creating a preload (seed) drive, the desired account must first be put into
Maintenance Mode from the eFolder \Web Portal. When an account is in Maintenance Mode,
online backups are not allowed to proceed. This is important, because until eFolder receives the
disk and loads the data onto your storage server, that account should not try to upload
incremental changes to your data. The account must remain in maintenance mode until the
preload has been processed, at which point the maintenance flag will removed by eFolder.

IMPORTANT: Do not take the account out of maintenance mode. This will be performed by one of
our technicians when the preload has been fully processed. Incremental backups will notbe sent
to the off-site data center until the preload has been processed.

Once the preload has been processed, we will take the account out of maintenance mode and send
you an email. If you have already scheduled off-site backups using the backup manager,
incremental backups will automatically begin during the next scheduled time when the backup is
to begin. The first incremental backup after the preload will take more time than normal, as it has
to upload a few days’ worth of data instead of the incrementals for just one day.

How to request and create a ShadowProtect preload (seed) drive

The below instructions are intended for resellers. If you are an end-user, please coordinate the
preload operation with your reseller.

How to request a preload (seed) drive

How to create a ShadowProtect preload (seed) drive
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Restoring Data from Off-site Backups Overview

Usually you will want to restore data using the bare-metal backup images stored on the BDR
appliance itself. Restoring data from off-site backups is applicable when the local backup data is
unavailable. Example scenarios would include: (1) the local data has experienced silent data
corruption, (2) there was a disaster and the local data was lost or destroyed, (3) the data is being
restored after a RAID failure on the BDR device, or (4) the data is being restored to a cloud server
(such as a Terremark vCloud windows node).

Restoring data from off-site backups is performed using the File Manager tool, which can be
started from the Control Panel page in the backup manager.

In summary: You will login, select the data you want to restore, indicate where to restore it to and
choose the point in time. Note: There are important additional steps if you are restoring the data
back to a BDR appliance after a BDR appliance has experienced a RAID failure.

Restore Instructions

Start the online backup File Manager tool.

Login with your account credentials.

Choose to Restore using the button.

Select the data you want to restore by checking off one or more folders or files. If you

want to restore only a single file, right click that file and choose Versions... to see a dialog

where you can browse for restored individual versions of that file.

5. On the next page in the wizard, indicate where the data should be restored to, and which
point in time to use. (This is usually the current point in time.)

6. Click Next to download the list of file versions about to be restored. Once the download is
finished, a report summarizing what it is about to do will appear.

7. Ifthe report looks correct, choose to proceed and it will start restoring data. If you are

restoring data on a computer other than the BDR, it will ask you for the encryption pass

phrase at this point.

rpPwbdPE

Additional Instructions If Restoring After a RAID Failure

There are a few additional steps if you are restoring data back to the BDR because the RAID
volume on the BDR has failed, and'you intend to continue off-site backups from the machine you
are restoring the data to. This includes any circumstance where the X:\ has failed or the online
backup program files directory has been lost or destroyed.

In this case, first perform the restore as you did before, but then also download the configuration
settings profile (@@SoftwareSettings folder), and import the configuration into the backup
manager.

IMPORTANT: Do not reschedule backups until you have finished the steps below.
Finally, start the file manager, choose to restore all of the data, as you did before, but this time on
the Options page, check the Rebuild incremental backup cache (advanced) option. Proceed
through the rest of the wizard. You will not actually restore the data this time, but will only rebuild

the incremental backup cache.

See the Restoring after a System Crash article in the backup manager documentation for even
more detailed instructions.
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Overview of Cross-site Backups

This section summarizes how to configure cross-site backups between a pair of BDRs or between
a BDR and a Windows computer running the local backup server software. A feature overview is
also available.

Configuration of Cross-site Backups

On the BDR that will be receiving the data, follow these steps:

1. Open the online backup manager. Go to Tools menu, Local Backup Server. This will
open the Local Backup Server manager.

2. Onthe Configure page, enter the credentials assigned to that BDR. Click Save.

3. Onthe Server Status page, verify that the service is now running.

4. Configure your firewall to route TCP traffic on port 5470 from an external IP to the internal
IP of the BDR receiving the data.

On the BDR that will be sending the data, follow these steps:

1. Open the online backup manager.

2. Onthe My Account page, in the Local Server field, enter the network hostname or
IP address that is routing TCP traffic (port 5470) to the BDR receiving the data. Save
changes.

3. Onthe Schedule page, Local Server tab, set the desired schedule. (We recommend
starting one hour after ImageManager performs it's processing).

4. If you do notwant to perform off-site backups in addition to cross-site backups to the other
BDR, then on the Folders page, uncheck the checkboxes in the column with the earth icon.
Then go to the Schedule page, Remote tab, and set the Schedule to manual.

If you have questions or need assistance, please contact Technical Support.

Overview of Cross-site Replication

This section summarizes how to configure cross-site replication between a pair of BDRs or
between a BDR and a Windows computer running the network backup server software.

To configure replication, follow these steps:
e Configure the replication target to receive replicated data.
e Configure each replication source. (There may be more than one.)
e For each replication source, configure the ImageManager on the replication target.
e Configure data monitoring on the replication target. (This can also be used to backup
data on the replication target to the cloud)

If there is a large amount of data to replicate, then you may also want to do a preload for
replicated data.

Once data has been replicated to the target BDR, you can follow the normal processes to virtualize
the server on the target BDR. You can also restore data from the replication target.
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Replication Target Configuration

First, make sure that the online backup manager is at least version 3.8.5 (Use the Software Updates
tab on the System Status page in the backup manager to check).

On the Windows computer that will act as the replication target, install the backup client software.
Once installed, start the backup manager, and from the Tools menu, run the network backup server (or

local backup server) command.

On the Configure page, choose where the replicated data should be stored, and also enter in your
credentials for an appropriate online backup account:

9 T

Server Status
Actount Credentials (suthorizes use of the sarver)
i@, Remote Server:  badapserver.securewebportal.net Test Connection |
Configure User Name: | my.partner BOR [ Manage Account |

Password: _uuououuluou

Optians Local Storage Repository
StorsPath:  X:\RepicatedData D (sslect a location)

IMPORTANT: If the replication target is a BDR, then you should use the account credentials you
received specifically for that BDR unit (and not the credentials for one of the replication source
computers). If the replication target is not a BDR, create a new account in the Web Portal.

IMPORTANT: The account used for the network backup server must belong to the same end-user
customer (in our Web Portal) as the accounts for all of the replication sources. If you are doing
many-to-one replication for multiple end-user customers, please contact your account
representative to ensure that many-to-one replication has been enabled for your account.

In the Options page in the network backup server manager, make sure that the Allow Replication

Options

2] Server
= | Security
Raquire Gn-Dek Encrygtion =

setting is set to Yes:

je im je

Alow Reghcaton

Symchnonous Fie Updates O

Pariodicaly Fush Buffered Wikes =

TER Listen Port | 5480

Maxirmumn Connections 1

Hinimum Dk Fren ME 10240
= Parformarsi:

Hanormurn Dek Throughput (K81'sec) 1

Racews Buffer S2a (KB8) L.

Leg Parforrance Problams 10

Skow Event Times 10008

Al Fephcation
‘Whather or not to alow dhents to replcate data to this server instead of gt hacking up
data. Rephcted data & stoned n ks ongina foemad instead of 3 proprntary backun foemat.

Finally, configure your network (routers/firewalls) so that any clients that will send the server data
will be able to do so over a TCP/IP network on port 5470.
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Replication Source Configuration

On the BDR that will act as the replication source, start the online backup manager. Follow the
instructions to configure the online backup account (In this case, it will only be used for
authentication and monitoring). Go to the My Account page. Enter in the account credentials
assigned to that computer. (These should be different than the account credentials you used on
the replication target). In the Network Server (or Local Server) field, enter in the IP address or
network hostname of the Network Backup Server:

Destination for Data
Remote Server:  badwpserver.securewebportal net
Local Server:  192.168.50,120

Test Connection

Next, go to the folders page, click the Add button, and choose Add Replicated Folder:

1

| add | Add Folder...

[ Move || AddReplicated Folder.. |
[

The program will warn you of the differences between replication and backup. If you are sure that
you want to use replication instead of backup, then click Yes to proceed.

WARMIMNG: Replication is different than backup. Replicated data is stored
on the replication target as an identical copy. The data is NOT encrypted
of compressed. Contact technical support if you are not sure what this
Mesns.

Fure you sure you want to use replication instead of backup?

[ ]| e
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Next, select the folder that should be replicated (for example, X:\Volumelmages).

Folder Path: [ed oK
Folder Mame: E

Rephcation allows you to syndhronize a folder (and all of its contents) on this computer to
the replication tanget, such that the replication target contact an exact copy of the data.

WARNIMNG: Repbcation is NOT the same as badwp, The data will be stored on the rephcation
target in the SAME format as on the source,

The data vell NOT be encrypted or compressed. Replication should be used when you need
the data on the rephcation target to be an identical copy of the data.

If you are repiicating ShadowPratect data, then you will be able to select the appropriate
replication policy during the next step. Be sure to folow the documentation for proper satup.

Finally, choose a replication policy:

[Folder rephcation alows the contents of a folder to be syndwonized to the
replcabion target. Repbcation is different than badap because repicated
data is stored in its original format on the destinaton,

EMPORTANT: Oriy use the: realtime policy if you hanve scheduled repbeation
to run multiphs tmes throughout the day,

If you are repicating ShadowProtect data, you must setup the
ImageManager on the replication target server for the replcated folder to
ensure that replcated deltas are property consolidated.

| Exkit Versioning Settings... |

[ conest | [_save |

Replication policy affects which files will be replicated to the target. Your choices are:

¢ ShadowProtect Daily: This will replicate ShadowProtect base image files (*.spf files) and
ShadowProtect daily image files (*-cd.spi). It will not replicate weekly (*-cw.spi) or monthly
(*-cm.spi) image files. (Weekly and monthly files will be created by the consolidation
process on the replication target).

e ShadowProtect Realtime: This will replicate ShadowProtect base image files (*.spf files)
and any non-consolidated image files (such as hourly image files). This option requires
more bandwidth, as all changes recorded by ShadowProtect throughout the day will be
uploaded. If you choose this policy, we highly recommend setting the schedule (see below)
so that replication is performed multiple times per day.

e (custom policy): Choose this if you are not replicating ShadowProtect data. By default it
will replicate everything.

IMPORTANT: If you are configuring replication on a source computer that has already been

consolidating the ShadowProtect backup chain for a while, it is possible that some of the daily
image files (*-cd.spi) will have already been consolidated. If this is the case, you will need to
temporarily add an ‘include *-cm.spi’ policy rule to the bottom of your replication policy.
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Once the initial replication has completed, you can then remove this policy rule. This extra step is
normally notneeded, but it becomes necessary if the source computer has been consolidating the
backup chain for long enough for some of the daily image files to be deleted.

EXTREMELY IMPORTANT: If you are replicating ShadowProtect data, you must configure the
ImageManager on both the replication source and the replication target to consolidate the
backup images. If you do not, your backups will not be verified, you will run out of disk space, and
your backups may eventually have a backup chain that is too long to be usable. Setting up the
ImageManager is not optional and must be configured to ensure proper data protection.

Note that the ImageManager must be configured to individually add each folder that contains
ShadowProtect data. It is not sufficient to add the parent directory: You have to add each
subdirectory individually. See below for more detailed instructions.

Finally, use the Schedule page in the backup manager to set the network server backup schedule.
If you are using the ShadowProtect Daily policy, replication should begin 1 hour after the
ImageManager processing is configured to begin. Otherwise, choose an appropriate schedule.
Usually once per day is sufficient, unless you are performing real-time replication.
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Configure ImageManager on the Replication Target

If you are replicating ShadowProtect backup data, then you must set up ImageManager to
consolidate the replicated backup images on the replication target. This must be configured for
each computer that you are backing up with ShadowProtect.

To configure, login to the replication target server, and use the network backup manager program
to check the top-level folder where you are storing replicated data. In the example in this
document, the location is X:\ReplicatedData. We will use Explorer to find the location(s) of the
folder(s) that need to be added to the ImageManager program.

The top-level folder will contain 3 folders (each named after your brand ID). For example:

Mame

1. generic

L. genenc-del

L. genenc-sf

_ | local-backup-repostory. sdentity.bd

You should ignore the folders that end in -del’ and ‘-sf’. The replicated data will be contained within
the folder that is named after your brand ID (in this case, ‘generic’).

In the brand ID folder, there will be one subdirectory for each replication source storing data on this
replication target. (The directory names are the account numbers of each replication source). If you
drill down into one of these account directories, you'll see:

puter » Data (E) » ReplicatedData » genenic » 12345001 »

de in library = Share with = Mew folder

-

Mame Date modified

L D@ScftwareSettings 7/6/2011 2:16 AM
1 Volumelmages 7/6/2011 2:16 AM
.| user.meta.info 152011 744 PM

There will be one subdirectory for each top-level folder in your folders list. In this case,
Volumelmages is the folder that contains the ShadowProtect data. Inside, you'll see:

F3

MName Date modified Type

L. index /572011 T:44 PM File folder

4. replicated-data 7/6/2011 2:16 AM File folder

. replicated-meta 7062011 216 AM File folder

|| replicated-data-readme.to 1572011 742 PM Text Document
|_| root.info 7520111103 P INFO File

|| root.sqdb3 /572011 742 PM SQDE3 File
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Most of the folders contain metadata needed to efficiently replicate the data. The folder we want
contains the actual replicated data and is within the replicated-data folder. Inside of the
replicated-data folder will be the actual replicated data from the replication source. In this case,
we are replicating ShadowProtect backup images for 3 servers, so we see:

ic » 12345001 » Volumelmages » replicated-data »

le im library » Share with » Mew folder

S

MNarme Date modified

| ExchangeSerser 7/6/2011 2:30 AM
1. PrimaryDomainController 1062011 2:30 AM
1 SQLServer 7/6/2011 2:30 AM

These are the folders that we need to add to the ImageManager as managed folders. In our
example, we would add the following folders:

e X:\ReplicatedData\generic\12345001\Volumelmages\replicated-data\ExchangeServer

e X\ReplicatedData\generic\12345001\Volumelmages\replicated-data\PrimaryDomainCont
roller

e X:\ReplicatedData\generic\12345001\Volumelmages\replicated-data\SQLServer

For example, here is a screenshot on the replication target adding a folder for a replicated server
inside of ImageManager:

== shadonProtect bnagef tenager

5 Source Computer = Riansped Folder Folgder Size Free Space Impge Files
Bj = cumoce I Kevphumelmages Outisst 17068 [ a5
IocaBiont : SE765

¥ rianaged Falkder S2hings.

Lelelle il Bl rrowse bor Folder
= -
fi Descriptive. |° — T r
A : =
o] [l i |
- SRECYCLEENM |
= u K Apwoiiance
., &l Emsiirchios ] -
Bl LocalBackipRepoditary |
3 Localvelumelmages L
= ReplicxiedDaia
lsnaged Folder Tasks j = & geneic ~
=) ET500042
& San Maraging Fakhér. ]: L @ @Exsrangetscnning
B Sten Managing Falder [ BN SEsemwareSetings ! t S0 P 10006 18001
Bl weribeatien Sestings. =l Replicstedvniomeleages
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You are free to use whatever ImageManager retention policy settings that you want on both the
replication source and the replication target. This is unlike cross-site and online backup of
ShadowProtect data, where you are required to keep at least 35 days of daily delta files.

Notwithstanding, we still highly recommend keeping at least 35 days of daily delta files even when
you are using replication. (Default is 90 days).

Backing up or Monitoring Replicated Data Stored on the Replication Target

In certain scenarios, you may want to backup replicated data stored on the replication target
server to an online backup storage cloud, to another site using site-to-site backup, or to use the
local disk feature to make an additional backup to a USB disk (or NAS).

Even if you do not wish to backup the replicated data further, if you are replicating ShadowProtect
backup data, then we highly recommend configuring eFolder to monitor the replicated
ShadowProtect backups so that you will be alerted if the consolidation process on the replication
target server has problems.

To configure the backup or monitoring of the data, open the backup manager on the replication
target server. Configure the My Account page with the same credentials that you used in the
network backup server manager program. (These credentials should be unique to this replication
target server).

Next, in the backup manager, go to the Folders page and add the folder that is configured as
the top-level data folder in the network backup server manager. In our example, this is
X:\ReplicatedData.

Next, configure remote backups, site-to-site backups, or local disk backups as you normally would
for other backups. This may include setting up an encryption pass phrase and setting the relevant
backup schedules. If you are only setting up monitoring and not backup, then configure the backup
manager to perform remote backups. (We'll discuss a step later used to indicate that the data should
only be monitored, but not actually backed up).

If the replication target contains ShadowProtect data, make sure that ShadowProtect monitoring is

turned on by right clicking on the folder on the Folders page and choosing properties. Make
sure that all of the ShadowProtect Integration settings are enabled:

64



BDR for ShadowProtect User Guide

& Properties for Backup Object ReplicatedData

Badup Object: | |, RepicatedData [X; RepbcatedData] 5
Poky  Properties |
&) Backep Sestion ' =
| Number of Retries for Entre Cpeeation [ 1vherited: 480
Numiber of Retries for Indvidual Fies | inherited: 15
Number of Regume Retries Inharited: 400
Dilay Betwesn Retry Attamgts (Saconds) | Inherited: 60
= Open File Backy
Disable Dp-nnﬁt Badap Inhasited: Yes
Bl ShadowProtect Integration
Verify Fie Hashes | [ trihesited: Yes
Verify Tntegrity of Indevicual Fies | triverited: ves
Verify Incremental Chaing |3 ireites: ves.
mr}wmnm -'mum:_'re:
Verify Badaups are Recent | Inheited: Recent Within 3 Days -
Advanced ' -
Required Fies | hesited:
D Mot Backup Data | ] trihasitad: Mo E
ShadowPratect

Settings to verify the integrity of StorageCraft ShadewProtect badaups. StorageCraft and
ShadowProtect are trademarks of StorageCraft Technology Corporation.

If you don't see these folder options, check to make sure that the ShadowProtect management
console is installed on the replication target server. If it is installed in a non-default location, you may
have to manually tell the backup manager where to find certain ShadowProtect files. To do this, go
to the Backup tab of the Options page, and change the Full Path to sbrun.exe and the Full Path to
ImageManager settings:

Tlmmul'é_jmj & Bacwp | 7 Bandwidth | (¢ Advanced

=| Shutdown/Restart Behavior
 Backup on Logoff or Shutdown D
' Delay Shutdown to Finsh Backup | Auto
=]l Exchange Server
i.Ful Path to eseuti.exe | esauti.exs

I=] ShadowProtect Integration

'_Fu! Pzti'_l to shrun.exe
Full Path to ImageManager

Finally, if you only want to monitor the replicated data but do not want to back it up, on the
Folders page in the backup manager (on the replication target), right click the folder and choose
Properties. Under the Advanced section, set the Do Not Backup Data option to Yes.

=] | Advanced
| Required Files Inherited:
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Preloads of Replicated Data

Performing a preload (initial replication to disk) for replicated data is quite similar to the process
of performing a preload for online backups. First, you configure the account, but instead of
starting the initial replication, you do the following:

1. Usethe Web Portal to put the account into maintenance mode.

2. Inthe backup manager on the replication source, go to the file menu and choose
Preload Remote Backup (Choose this even though we will be preloading replication).

3. Inthe dialog, choose a path to the external preload disk and click OK.

4. It will ask which backup destination you want to do a preload for. Choose the network server

location (or it might be called the local server). If it does not ask, make sure that you have

properly configured the Network Server (or Local Server) field on the My Account page in the
backup manager.

It will start the initial replication job. Wait for it to finish.

When finished, physically transport the preload disk and attach it to the replication target.

7. Onthe replication target, in Explorer, open the preload disk and navigate to the top-level
directory that contains the preload data. Then, navigate into the brandID subdirectory (for
example, generic). There should be a single subdirectory that has the same name as the
account number of the account you preloaded. Use Explorer to copy this directory to the
replication target underneath the NetworkServerStoragePath\brandID directory.

(For example, copy E:\mypreload\generic\12345001 to X:\ReplicatedData\generic).

8. Finally, use the Web Portal to take the account out of maintenance mode.

oo

IMPORTANT: Do not take the account out of maintenance mode until you have completed all of
these steps. If you clear the maintenance flag early and the replication source attempts to replicate
data, you will have to do the preload all over again.

Note that you can put multiple preloads onto the same preload disk. To do this, use a
different top-level directory on the preload disk for each account that you preload. When
you are finished preloading multiple accounts, on the replication target there should be
multiple subdirectories of the NetworkServerStoragePath\brandID subdirectory, one for each
account that was preloaded. For example, X:\ReplicatedData\generic could contain the
subdirectories 12345001, 12345002, 12345003.

How to request and create a ShadowProtect preload (seed) drive

The below instructions are intended for resellers. If you are an end-user, please coordinate the
preload operation with your reseller.

How to request a preload (seed) drive

How to create a ShadowProtect preload (seed) drive
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Restoring Replicated Data

You can "restore" (or download) data stored on the replication target back to the replication
source by using the File Manager tool, just like you would with a normal backup.

Please note that data that is changed on the replication target will not be automatically
downloaded to the replication source. (Automatic replication is one-way only). If data has
changed on the replication target, the File Manager tool can be used to download the changed
data back to the replication source.

This can be useful, for example, if you virtualized an end-user's server off-site on the replication
target and you need to download the updated bare-metal backup image back to the end-user’s
primary site. There is an option in the file manager that allows you to skip files that already exist on
the client that are the same or more recent, so you can easily and quickly download only those files
that need to be downloaded to bring the replication source up to date.
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Overview of Hardware RAID

This section discusses basic management of the RAID volumes, including viewing and monitoring
the health of RAID volumes, replacing failed drives, and adding additional storage (without
rebooting or taking the system offline). An overview of the RAID feature is also available.

Viewing Status of Hardware RAID

On the desktop, double click the RA/D Managementicon. For LS| RAID systems, click the localhost

system, click Login, and then enter a Windows username and password for an administrator of the
BDR.

Intel-based RAID systems will see something similar to:

B4 IntedE Rapsd Storage Technology

.! _
il | s
Status Manage I Preferences

5 current Status Storage System View (]
Your gstem is funclionng romaly, w000 :
# Manage a
; Asrayl
Click on any element in the storage system wiew 1o manage its pﬂ}pe-ﬂ-es':.r #MH Typec RAI 1
15908 GB
l Lo 7 S TLTT

I BB eyl ATAR detos

I m [nnarral @mpty por 2
| m’ Intarral amgty pas 3 I

[4]

Make sure that current status shows that the system is functioning normally.

LSI-based RAID systems will show something like:
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Da8hb0ard | physical | Logical |
7 Contraler: Intel Embedded Server RAID Technalogy T (Bus 0,Dev 31) I
Froperties Lisans
A Stotus: ) optimal
h_i Enclosures: 1] - -
([} Backplanes: o LEITTE
2 Drives: 2 [ ‘;ﬂ;‘wﬁﬂfrﬂ'aﬂd Capadty:
ﬂ A . .Ur-cmﬁ;ubdf.‘ap.!:ii'r:
0 Bytes
wirtual Drive(s): 1
Miesw server profile

The Physical and Logical tabs can be used to obtain more detailed information.

Replacing Failed Drives

All BDR models come with hot-swappable drive carriers. When you receive the replacement drive,
simply remove the drive carrier with the failed drive, unscrew the failed drive, screw in the
replacement drive, and re-insert the drive carrier. You do not need to power down the BDR.

Then, you should start the RAID management console (see instructions) to check if the RAID
controller sees the new drive, and to tell it to start rebuilding the RAID volume.

In many cases after you re-insert a new drive, the RAID controller will automatically start rebuilding
the RAID array using the new disk. You should be able to use the RAID status screen in the RAID
management console to check.

If it does not show that the RAID array is rebuilding, use the RAID management interface to tell it to
use the new drive to rebuild the RAID array. In LSI RAID system, go to the Logical tab, find the new

drive, right click it, and choose Rebuild. The progress of the rebuild can then be monitored on
the Dashboard tab.
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Adding Storage Overview

The BDR employs hot-swappable drive carriers and RAID controllers capable of adding drives to a
live system. Additionally, the advanced operating system of Windows Storage Server 2012 allows
file system volumes to be expanded without having to take any services offline or reboot.

Due to the use of RAID1 or RAID10, drives are always added in pairs.

The X:\ volume is the data volume, and it is the volume that should be expanded. We recommend
expanding the X:\ volume onto the new pair(s) of drives, rather than creating a separate partition for
the new storage.

NOTE: The screenshots on this page are for LSI-based RAID controller, but the
procedures are nearly identical for Intel-based RAID controllers.

Instructions to Add Storage without Rebooting

1. Physically insert the new pair of drives in the next available slots. For tower
models, drive slots are numbered top to bottom. For rack mounted servers, drive
slots are numbered bottom to top, then left to right (The first drive is in lower-left,
last drive is in top-right).

2. Start the RAID Manager using the desktop icon. Login using a valid Windows
username and password.

3. Right click on the RAID controller and choose Create Virtual Drive:

Pheysical | |Logical
FER

4 Properties

Intel (R RAID Controller RSZBLOS0 (Bus &,Dew O
E}hj LPx23B0 (15), Connector: Port 0 - 3
. i Slat: 0, SATA, 1.519 TE, Online

7 Slat: 1, SATA, 1,519 TE, Online
5 Slak: 2, SATA, 1,819 T8, Unconfigured Go

Create Wirtual Drive

Disable Alarm

Silence Alarm

4. Choose Simple mode and click Next.

5. Choose RAID level of RAID 1. Click the 'Virtual drives' drop down and select the
number of virtual drives (normally you will want to choose the largest number
available). For capacity, you normally want to choose the smallest capacity
available. Click Next when finished. Here is an example where we are adding two
pairs of drives:
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g Create Virtual Drive - Drive group and YWirtual drive settings @

M
LSI:k

IJse the suggested virtual drive settings or change them if needed,

Pick a RAID level to specify the amount of fault tolerance and performance For the wirtual drive {s),

RAID level:

"Dk, mirroring" suitable For high performance with the best
data availability,

Hok spare will be assigned depending upon the availability of eligible hot spare candidate drives. A hot

[ ] Assign a hat spare Bl Jallmg ! J ’ 1=l
spare drive will takeover for a drive if a Failure happens, ensuring wour data will remain inkact,

Drive security method will be assigned depending upon the controller settings, The drive securtiy wil

IJse drive security
make the wvirtual drive secure by applving encrvption logic to the data in the drive

Wirkual drives:

Chaose how many virkual drives you want to create.

Capacity:

1.818TE - Select the capacity For the virtual drivels).Each virtual drive have the same capacity.

D = e =

[ Cancel ][ Back. ][ Mext ][ Help ]

6. Review the information on the Create Drive summary page, and if correct, click Finish. It
takes about 10 seconds per pair of drives to become active. Click the Logical View tab at
the top to verify that all new logical drives are present and correct.

7. IMPORTANT: The write cache policy of the new virtual drives must be changed in order to
ensure maximum data integrity. In the Logical View tab, for each new virtual drive, right
click the virtual drive and choose Set Virtual Drive Properties. Change the settings so
that they are:

Read Policy: No Read Ahead
Write Policy: Write Back with BBU
IO Policy: Direct 1O

Access Policy: Read Write Disk
Cache Policy: Disabled
Background Initialization: Enabled

Click OK and confirm to save changes. Repeat this for each new virtual drive.
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8. Open the Server Managerprogram from the Windows task bar, and then expand the
Storage category and open Disk Management. It should prompt you to initialize the new

disk(s). Choose to use a GPT-style partition table, and click OK:

i

Initialize Disk

Select digks:

'ou muzt initialize a disk. before Logical Digk Manager can access it

-,

=

Dizk 3
Dizk 4

Uze the following partition style far the selected disks:

(") MBR [Master Boot Record]
@ GPT [GUID Partition T able)

Mote: The GPT partition style iz not recognized by all previous versions of
“Windaws, |t iz recammended for disks larger than 2TB, ar disks uzed an
Itanium-bazed complbers.

i

] [ Canicel

9. Find X: in the volume list, right click, and choose Extend Volume:

uDisk 1
Basic
1831.58 GB
Online

Data (X:)
1831.59 GB MTFS

Healt/hy I[Prir? Partition)

== Disk 2
Removable (F)

Mo Media

Tip: You may have to first right click on Disk 7 (or whichever disk contains the X:) and
choose Convert to dynamic before it will allow you to use the Extend Volume command.

IMPORTANT: Make sure you convert only the volume that contains the X: to a dynamic

disk and not to any other volume.

Open
Explore
Mark Partition as Active

Change Drive Letter and Paths...

Format...

Bxtend Volume...

ML
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10. The Extend Volume Wizard will open. Click Next to start the wizard. Choose the disk(s) that
you want to add to the volume. Select the one or more disks you are adding (they should be
listed as having 1906264 MB free per disk) and click Add and then Next.

CAUTION: This operation may be hard to undo. Only proceed once you are sure!

Extend YWalume Wizard E

Select Dizks
You can use space on one of more dizks to extend the volume.

Aoailable:

< Remove All

Total volume size in megabytes [ME]: I P
b aximum available zpace in ME: 1906264

Select the amount of zpace in ME: 1906264 =

[

< Back ][ M et > I[ Cancel

11. Ifit asks you if you are sure you want to convert a Basic volume to a Dynamic volume, then
choose Yes to continue.

12. It should only take a few seconds for the expansion operation to complete.
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Shrinking Storage without Rebooting (Advanced Users Only!)

If you wish to remove pairs of drives, this is possible as long as enough free space is available on
the volume. You may have to defragment the drive before it will allow you to shrink the volume and
remove the drives. Note that you cannot control which pair of drives will be freed. Even if you have
just added a pair of drives, following this procedure may not allow you to remove this pair of drives
(although it is quite likely).

WARNING: Proceed at your own risk: Improperly following this procedure (and/or unexpected
configurations) may result in the complete failure of your data volume (X:\) and/or OS volume (C:\).
Follow the instructions very carefully. We will be unable to provide an easy solution if the data
volume is marked as failed because the wrong virtual disk is deleted in the RAID manager.

1. Open the Server Managerprogram from the Windows task bar, and then expand the
Storage category and open Disk Management.

2. Right click the X: volume in the list and choose Shrink Volume.

3. Each pair of drives normally provides 1906264 MB of space, so to remove one pair of
drives, choose to shrink the volume by 1906264 MB.

P "

Shrink X

Total size before shrink in MB: |5599W2
Size of available shrink space in ME: |558495|:|
Enter the amount of space ta shrink in ME; 1508264 =

Tatal size after shrink in MB: |3?E1 808

Ci. Youcannat shrink a volume beyond the point where any unmavable files are located.
See the "defrag" event in the Application log for detaled information about the
operation when it has completed.

See Shrink a B asic Yolume in Disk Management help for more information.

[ S hririk ] [ Cancel

4. After the shrink operation has completed, one or more of the disks should show up as
Unallocated.

Tip: If part of the disk is still in use, hovering your mouse over the allocated region should
show you the amount still in use. You can do another Shrink operation by that amount to

completely unallocate the space used on that disk.

5. Once the disk shows up as unallocated, right click that disk (right click the left-hand side)
and choose Offline. The disk should now show up as Offline, similar to:
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CsiDisk 3 I

Dynamic Data (X:)
1861.59 GE 1861.59 GB MTFS
Online Healthy

“@Disk 4 I

Dynarnic

1861.59 GB 1361549 GB
Cffline (i Unallocated
Help

6. Right click the disk again and choose Properties. Look at the location information:

[ o

Intel RSZBL080 SCSI Disk Device Properties ==

General | Palicies | Yalumes I Diriveer | Details|

- Intel RS2ELO20 SCS| Disk Device

e
Device tupe: Digk. drives
b anufacturer; [Standard dizk drives)
Location: Buz Humber 1, Target 1d 3, LUM 0

7. Usethe desktop icon to start the RAID manager. Click the Logical view. The target ID in the
location information found in the previous step indicates which 'virtual disk' number in the
RAID manager should be deleted. (In the above screen shot, the virtual disk we want to
delete would be virtual disk #3.)

Before we actually delete the virtual drive in the RAID manager, it is extremely important
that we determine that we are about to delete the correct virtual drive.

To determine if the correct virtual drive is about to be deleted, right click the virtual drive
in the RAID manager and choose Set Virtual Drive Properties. Change the Access
Policy to blocked and click OK, confirming changes. Then switch back to disk
management and choose Action menu -> Rescan Disks. If you have chosen the wrong
virtual drive to delete, the data volume (X:) will now be marked as failed. If this happens,
do not panic. Go back to the RAID manager, edit the virtual drive properties, and change
the Access Policy back to Read/Write. Then go back to disk management and rescan the
disks again. Now the X: should show up as healthy again. Now carefully recheck the target
ID and identify the correct virtual drive that should be deleted.

Repeat this procedure (changing the write policy to blocked and rescanning in disk
management) to see if you are about to delete the correct virtual drive. If you have
identified the correct virtual drive, then once you change the Access Policy of that virtual
drive to Blocked and rescan disks, the Data volume (X:) should still show up as healthy and
available.
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8. Once you have identified the correct virtual drive to be deleted using the above step,
right click the drive in the RAID manager and choose Defete Virtual Drive. Confirm
changes. Go back to disk management and ensure the Data volume (X:) is still healthy and
available. It may show the disk that you just removed as a dynamic disk is unavailable. You
may right click this disk and choose Remove.

WARNING: If you delete the wrong virtual drive in the RAID manager it cannot be
undone, and the data volume will be marked as failed. You will have to format the data
volume and start over. Make sure you follow the previous step precisely to ensure that
you have selected the correct virtual drive to delete.

For each physical drive you want to remove (which should be showing up as unallocated now),
left click the drive in the RAID manager to view the slot information. If you are in doubt which
physical location corresponds to that slot number, right click the physical drive and choose Start
Locating Drive. Once you know where the drive is, right click and choose Stop Locating Drive.
Then right click the drive, and choose Prepare to Remove. Once this is complete for all drives you
want to remove, you may remove the physical drive(s) from the appliance.
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Network Interfaces Overview

This section discusses advanced setup for the network interfaces on the appliance, including NIC
teaming (link aggregation) and VLANSs. In many networks you will not need these advanced
features.

NOTE: Prior to any Network changes it is advised that you ensure that the drivers for your
particular NIC are up to date. This is NOT done with the software updater.

NIC Teaming Setup

NIC teaming allows you to "team" two or more Ethernet ports together on the server to form asingle
more fault-tolerant virtual Ethernet port. Intel NIC teaming supports several different types of teams,
to accommodate different switching standards and network topologies. This includes:

e Adapter Fault Tolerance: All NICs in the team should be connected to the same switch. If one
of the NICs fails, another NIC in the team will take over the MAC address of the failed NIC.

¢ Adaptive Load Balancing: The same as Adapter Fault Tolerance, except that in addition to
failover, outgoing traffic is distributed more evenly across all of the NICs in the team.

e Switch Fault Tolerance: The two NICs in the team should each be connected to a separate
switch. The switches must be running a spanning tree protocol (such as STP). This ensures
continued connectivity even if a single switch fails.

¢ Static and Dynamic Link Aggregation: Allows multiple NICs to be aggregated together to
form one faster link. Your switch must support and be configured for 802.3ad.

For more information, please consult the Intel documentation and KB articles about NIC teaming,
especially their how-to guide.

To configure NIC teaming, first open device manager, find one of the Intel network adapters in
the list, right click and choose Properties:

Device Manager
T -]tk AR :::i:ilE

=gy STAFF-2240

-8 Computer

., Disk drives

-, Display adapters

A0 DYDCD-ROM drives

b Human Interface Devices

-Z2 Kevboards

E! Mice and other pointing devices
‘11! Monitars

i“ Metwork adapters

B

74L Gigabit Metwork Connegtion
Inkel(R) 62574 Gigabit Network Conng  Update Driver Software. ..
WirtualBoe Host-Only Erhernet Adapte)  Disable

Ports (COM & LPT) ninskall

Processors

= Skorage controllers

8 Syt doves

- i Universal Serial Bus controllers by

B s e

Scan for hardware changes

In the properties window, find and click the Teaming tab. Check the 7eam this adapter with other
adapters checkbox, and click the New Team... button to start the team creation wizard:
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Intel{R} 82574L Gigabit Network Connection Properties EE |

General I Link Speed I Advanced I Poweer banagement
Teaming | Wlahlz | Eoat Optiohs I Drriver | D etailz | Fesources

‘ in tE|) Adapter Teaming

—1 Team thiz adapter with other adapters
Tear Hew Tean... |
IN::: teamsz available j Froperties... |
Team with other adapters
Allowys you ta specify whether a netweork connection will ;I

participate in a team. For an overview of teaming click here.
If niot checked thiz adapter iz not part of a team.

=
Ok I Cancel |

The team creation wizard will guide you through the process of selecting the type of NIC team
and fully configuring the NIC team. For example, this step in the wizard allows you to select the
team type:
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MNew Team Wizard

Select a team ype:

Adapter Fault Toler
Adaptive Load Balancin
Static Link, Agagregation
IEEE 802 3ad Dynamic Link Aggregation
Switch Faulk Talerance

Adapter Fault Tolerance -
Adapter Fault Tolerance (AFT) provides redundancy throaugh |
automatic failovers from an active adapter to & standiy
adapter inthe casze of switch port, cable, or adapter failure.
One adapter iz selected to be the active adapter. All other
adapters are in standioy.
Primary and Secondary adapters can be selected for the
team, but are not reguired.
=l

& If a Primary adantar iz chnsen # haromes the active

¢ Back I M et = I Caricel |

Follow the instructions in the wizard to finish setting up the NIC team. Please consult the Intel
documentation on NIC teaming for additional detailed instructions if needed.

NIC VLAN Setup

VLANSs provide a standard to create several virtual networks on top of one physical network. Each
virtual network is completely isolated from any other (for example, broadcast packets on one VLAN
do not propagate to another VLAN). If you plan to use VLANSs, your network switch and/or router
must first be configured with the VLAN IDs expected on each port.

VLANSs are implemented either by (1) using untagged ports (dedicating certain ports on a switch to
a specific VLAN), or (2) by using tagged ports (ports that prepend a header on all network packets
with the VLAN ID and other relevant information).

No special steps are required to connect the Ethernet ports to an untagged VLAN port on a switch.
The BDR also supports connecting to a tagged port, in which case the Ethernet adapter(s) must be

specifically configured with the correct VLAN ID(s). To do this, open device manager, find the
network adapter, right click, and choose properties:
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Device Manager

g STAFF-2240
1K Computer
— Disk drives
..'-g-! Display adapters
A0 DVDJCD-ROM drives
Hurman Interface Devices
2 Kevboards
ﬂ Mice and other pointing devices
+- Bl Maritars
= Y Mebwork adapters
[ il [t=l (R 525741 Gigabit Metwork Connection
|Jpdate Criver Software. ..
Disahle
Lninskall

l:?' Intel{Ry) 525741 Gigabit Metwork Conn
------ lj' WirtualBiox Host-Only Ethernet Adapte
775" Parts (COM & LPT)
Processars
= Storage controllers
1K System devices
i Universal Serial Bus contrallers

Scan For hardwate changes

)

Click the VLANSs tab. Use the New button to create one or more VLANS:

Intel{R) 82574L Gigabit Network Connection Properties | 7| |

General | Link Speed I Advanced I Fower Management
T eaming YLANg | B oot Options I Diriveer | D etailz | Fezources

(inter) Wirtual LaNs

WAMs azgociated with thiz adapter
VLAM Narne | ID | Status |

Mew... | Femove bl odifiy....

Y

Allowes you to configure YVirtual LAMNs (WLAMNS) for an adapter.

f@ HOTES:

* After cresting the WLAN, the adapter associated
weith the WLAM may have a momentary loss of
connectivity.

& AOSSLAN cannat be retnoved it & viual MNIC is bound
tait.

Follow the wizard to finish
setting up the VLAN(s) you
want to configure.

At this point, additional
network adapters will appear,
and you can use the Windows
control panel network
connections screen to set IP
addresses and other relevant
information for the virtual
adapters joined to the virtual
networks.

For more information, please

see the Intel VLAN Set Up
instructions.
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BDR Configuration Checklist (Summary Version)

O Setup Lights-out Management (iLOM)
e Connect management Ethernet port to switch.
e Assign IP address (Default is DHCP. Use BIOS to set static IP)
e Login to https://ipaddress/ (username ADMIN password ADMIN) and change
ADMIN password

O Setup Windows and Update Appliance Software
e Acceptlicense.
Set computer name.
Set Administrator password.
Configure networking.
Run Update Appliance Software link on the desktop and let it finish.

O Setup ShadowProtect

e Forservers being backed up, defragment volumes if needed. Make sure any legacy
backup jobs (such as SQL dumps, ntbackup, etc.) are not backing up to partitions that
will be backed up by ShadowProtect.

e For domain controllers, document the Directory Services Recovery Mode (DSRM)
password. (see http://technet.microsoft.com/en-us/library/ee808906(WS.10).aspx)

e Create a subfolder in X:\Volumelmages or X:\LocalVolumelmages for each server you are
backing up. (Use this location if you do not want to upload the data offsite.)

e Install ShadowProtect agents.

e Rebootservers.

e Setup ShadowProtect Continuous Incremental Backup Jobs using
maximum compression.

e IMPORTANT: Make sure volumes being backed up are basic volumes, and
are not dynamic volumes.

e Activate ShadowProtect agent licenses (purchased BDRs only).

O Setup ImageManager
e Addafolder for each server in ImageManager.
e Optionally, customize retention settings for each folder.
e |IMPORTANT: You must keep daily image files (-cd) for at least 35 days.
(The retention settings for each folder must not be less than 35 days.)

O Virtualization
e Testvirtualization using the VirtualBoot wizard. (Use NAT networking mode) Delete VMs
when done testing.

O Configure the Backup Manager Account (required for proper monitoring, even if you are
not sending data offsite)
e  Enter account information and test the connection.
e Setup encryption passphrase.
e Configure remote backup schedule. (Set to one hour after ImageManager does it's
processing. You must do this even if you are only backing up locally.)
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O Preload (optional)
Tip: You may want to run incremental backups for a few days to ensure deltas are
reasonably sized.
e Putaccount into maintenance mode using Web Portal.
e Request preload drive from eFolder by filling out the form here:
https://backup.securewebportal.net/admin-console/drive-request/
Receive preload drive from eFolder
Attach preload +drive to BDR.
Run preload (backup manager, file menu, preload remote backup).
Ship the preload drive back to eFolder using return label provided.

O Configure Notifications
e Configure partner-wide notifications in My Partnership, under Notifications in the
Web Portal [This configuration choice is only available for branded partners.]
¢ Optionally, configure your email address in the Online Backup Manager program.

Additional Questions?

o Submit all eFolder questions to support@efolder.net.
o Call us at 800-352-0248.
*  Browse our Knowledgebase

. |
¢lo I OCr
®
The People Behind Your Cloud
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